References
and
Indexes

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References

The thesis had been virtually unexamined, since nobody could be found will-
ing to waste their time [on it] ... However, her footnoting and her bibliog-
raphy had been found to conform in an exemplary fashion to the command-
ments of the MLA style-sheet, and she had been granted her doctorate like
many another, through a sort of academic exhaustion.

—Robert Barnard'

AKMAIIAN, Adrian and HENY, Frank W (1975). An introduction to the principles of trans-
Sformational syntax. Cambridge, MA: The MIT Press, 1975.

AKMAJIAN, Adrian and LEHRER, Adrienne (1976). “NP-like quantifiers and the problem of
determining the head of an NP.” Linguistic analysis, 2(4), 1976, 395-413.

ALI Yawar B (1985). Understanding adjectives. [1] MSc thesis, Department of Computer
Science, University of Toronto, January 1985. [2] Technical report 167, Computer
Systems Research Institute, University of Toronto, January 1985.

ALLEN, James Frederick (1979). A plan-based approach to speech act recognition. Doc-
toral dissertation [available as technical report 131/79], Department of Computer Sci-
ence, University of Toronto, February 1979.

ALLEN, James Frederick (1983a). “ARGOT: A system overview.” In Cercone 1983, 97—
109.

ALLEN, James Frederick (1983b). “Recognizing intentions from natural language utter-
ances.” In BRADY, Michael and BERWICK, Robert Cregar (editors). Computational
models of discourse. Cambridge, MA: The MIT Press. 107-166.

ALLEN, James Frederick and PERRAULT, Charles Raymond (1980). “Analyzing intention in
utterances.” Artificial intelligence, 15(3), December 1980, 143-178.

AMSLER, Robert A (1980). The structure of the Merriam-Webster Pocket Dictionary. Doc-
toral dissertation, University of Texas at Austin, December 1980.

AMSLER, Robert A (1981). “A taxonomy of English nouns and verbs.” Proceedings, 19th
Annual Meeting of the Association for Computational Linguistics, Stanford, July 1981.
133-138.

AMSLER, Robert A (1982a). “Experimental research on knowledge representations for lex-
ical disambiguation of full-text sources.” MS, 1982.

'BARNARD, Robert. Death of an old goat. Harmondsworth, Middlesex: Penguin, 1977.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

226 AMSLER ¢ BOBROW References

AMSLER, Robert A (1982b). “Computational lexicology: A research program.” AFIPS
conference proceedings, 51, 1982 (National Computer Conference), 657—-663.

ANDERSON, John Robert (1976). Language, memory, and thought. Hillsdale, NJ: Lawrence
Erlbaum Associates, 1976.

ANDERSON, John Robert (1983). “A spreading activation theory of memory.” Journal of
verbal learning and verbal behavior, 22(3), June 1983, 261-295.

ARCHBOLD, Armar A; GROSZ, Barbara Jean and SAGALOWICZ, Daniel (1981). “A TEAM
user’s guide.” Technical note 254, Artificial Intelligence Center, SRI International, 21
December 1981.

AUBLE, Pamela and FRANKS, Jeffery J (1983). “Sentence comprehension processes.” Jour-
nal of verbal learning and verbal behavior, 22(4), August 1983, 395-405.

BAKER, Carl Lee (1978). Introduction to generative-transformational syntax. Englewood
Cliffs, NJ: Prentice-Hall, 1978.

BARWISE, Jon (1981). “Some computational aspects of situation semantics.” Proceedings,
19th Annual Meeting of the Association for Computational Linguistics, Stanford, CA,
June 1981. 109-111.

BARWISE, Jon and PERRY, John R (1983). Situations and attitudes. Cambridge, MA: The
MIT Press / Bradford Books, 1983.

BATES, Madeleine (1978). “The theory and practice of augmented transition network gram-
mars.” In BOLC, Leonard (editor). Natural language communication with computers
(Lecture notes in computer science 63). Berlin: Springer-Verlag, 1978. 191-259.

BAUER, Laurie (1979). “On the need for pragmatics in the study of nominal compounding.”
Journal of pragmatics, 3(1), February 1979, 45-50.

BECKER, Joseph D (1975). “The phrasal lexicon.” In Proceedings, [Interdisciplinary work-
shop on] Theoretical issues in natural language processing, Cambridge, MA, June
1975. 70-73.

BENJAMIN, Thomas B and WATT, Norman F (1969). “Psychopathology and semantic inter-
pretation of ambiguous words.” Journal of abnormal psychology, 74(6), 1969, 706—
714.

BERKOVITS, Rochele (1982). “On disambiguating surface-structure ambiguity.” Linguis-
tics, 20(11/12), 1982, 713-726.

BEVER, Thomas G (1970). “The cognitive basis for linguistic structures.” In HAYES, John
R (editor). Cognition and the development of language. New York: John Wiley, 1970.
279-362.

BEVER, Thomas G; CARROLL, John M and MILLER, Lance A (editors) (1984). Talking
minds: The study of language in cognitive science. Cambridge, MA: The MIT Press,
1984.

BLANK, Michelle A and Foss, Donald J (1978). “Semantic facilitation and lexical access
during sentence processing.” Memory and cognition, 6(6), November 1978, 644-652.

BoBRrROW, Daniel Gureasko and WINOGRAD, Terry Allen (1977). “An overview of KRL,
a knowledge representation language.” [1] Cognitive science, 1(1), January-March
1977, 3-46. [2] Technical report CSL-76-4, Xerox Palo Alto Research Center, 4 July
1976. [3] Memo AIM-293, Artificial Intelligence Laboratory, Stanford University.
[4] In Brachman and Levesque 1985, 263-285.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References BOBROW ¢ BROWN 227

BoBROW, Daniel Gureasko and WINOGRAD, Terry Allen (1979). “KRL: Another perspec-
tive.” Cognitive science, 3(1), January—March 1979, 29-42.

BOBROW, Robert J and WEBBER, Bonnie Lynn (1980a). “PSI-KLONE: Parsing and semantic
interpretation in the BBN natural language understanding system.” Proceedings, Third
Biennial Conference, Canadian Society for Computational Studies of Intelligence /
Société canadienne pour études d'intelligence par ordinateur, Victoria, May 1980.
131-142.

BoBROW, Robert J and WEBBER, Bonnie Lynn (1980b). “Knowledge representation for
syntactic/semantic processing.” Proceedings, First Annual National Conference on
Artificial Intelligence, Stanford, August 1980. 316-323.

BODEN, Margaret A (1977). Artificial intelligence and natural man. Hassocks: Harvester
Press, 1977.

BOGURAEYV, Branimir Konstantinov (1979). Automatic resolution of linguistic ambiguities.
Doctoral dissertation [available as technical report 11], Computer Laboratory, Univer-
sity of Cambridge. August 1979.

BOGURAEYV, Branimir Konstantinov; SPARCK JONES, Karen and TAIT, John 1 (1982). “Three
papers on parsing.” Technical report 17, Computer Laboratory, University of Cam-
bridge, 1982.

BOYD, Julian and FERRARA, S (1979). Speech acts ten years after. Milan: Versus, 1979,

BRACHMAN, Ronald Jay (1978). [1] “A structural paradigm for representing knowledge.”
Report 3605, Bolt, Beranek and Newman, Cambridge, MA, May 1978. {2] A struc-
tural paradigm for representing knowledge. Norwood, NJ: Ablex Publishing, 1984.
[3] An earlier version: Doctoral dissertation, Division of Engineering and Applied
Physics, Harvard University, May 1977.

BRACHMAN, Ronald Jay (1982). “What ‘ISA’ is and isn’t.” [1] Proceedings, Fourth
Biennial Conference of the Canadian Society for Computational Studies of Intelli-
gence | Société canadienne pour études d’intelligence par ordinateur. Saskatoon,
Saskatchewan, May 1982, 212-221. [2] Revised version: “What IS-A is and isn’t:
An analysis of taxonomic links in semantic networks.” Computer, 16(10), October
1983, 30-36.

BRACHMAN, Ronald Jay and LEVESQUE, Hector Joseph (1982). “Competence in knowledge
representation.” Proceedings of the National Conference on Artificial Intelligence,
Pittsburgh, August 1982. 189-192.

BRACHMAN, Ronald Jay and LEVESQUE, Hector Joseph (editors) (1985). Readings in knowl-
edge representation. Los Altos, CA: Morgan Kaufmann Publishers, 1985.

BRESNAN, Joan Wanda (editor) (1982a). The mental representation of grammatical rela-
tions. Cambridge, MA: The MIT Press, 1982.

BRESNAN, Joan Wanda (1982b). “Polyadicity.” In Bresnan 1982a, 149-172.

BRESNAN, Joan Wanda (1982c). “The passive in lexical theory.” In Bresnan 1982a, 3—86.

BROWN, Gretchen P (1979). “Toward a computational theory of indirect speech acts.” Tech-
nical report 223, Laboratory for Computer Science, Massachusetts Institute of Tech-
nology. September 1979.

BrROWN, Gretchen P (1980). “Characterizing indirect speech acts.” American journal of
computational linguistics, 6(3—4), July-December 1980, 150-166.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

228 BROWSE ¢ CHARNIAK References

BROWSE, Roger Alexander (1978). “Knowledge identification and metaphor.” Proceed-
ings, Second Biennial Conference of the Canadian Society for Computational Studies
of Intelligence | Société canadienne pour études d’ intelligence par ordinateur, Toronto,
Ontario, July 1978. 48-54.

BRUNSON, Barbara Anne (1985). “Prepositional phrase attachment.” MS, May 1985.

BRUNSON, Barbara Anne (1986a). “Thematic argument structure.” MS, May 1986.

BRUNSON, Barbara Anne (1986b). A processing model of Warlpiri syntax and implications
for linguistic theory. [1] MA thesis, Department of Linguistics, University of Toronto,
August 1985. [2] To appear as a technical report, Computer Systems Research Insti-
tute, University of Toronto, 1987.

CAIRNS, Helen Smith and KAMERMAN, Joan (1975). “Lexical information processing dur-
ing sentence comprehension.” Journal of verbal learning and verbal behavior, 14(2),
April 1975, 170-179.

CARBONELL, Jaime Guillermo, Jr (1981). “Metaphor comprehension.” Technical report
CMU-CS-81-115, Department of Computer Science, Carnegie—Mellon University, 4
May 1981.

CARPENTER, Patricia A and DANEMAN, Meredyth (1981). “Lexical retrieval and error re-
covery in reading: A model based on eye fixations.” Journal of verbal learning and
verbal behavior, 20(2), April 1982, 137-160.

CATER, Arthur William Sebright (1981). Analysis and inference for English. Doctoral dis-
sertation [available as technical report 19, Computer Laboratory], University of Cam-
bridge, September 1981.

CATER, Arthur William Sebright (1982). “Request-based parsing with low-level syntactic
recognition.” In Sparck Jones and Wilks 1982, 141-147.

CERCONE, Nicholas Joseph (editor) (1983). Computational linguistics. [1] published as
special issue of Computers and mathematics with applications, 9(1), 1983, 1-244. (2]
New York: Pergamon Press, 1983.

CHAPMAN, Loren J; CHAPMAN, Jean P and MILLER, Glenn A (1964). “A theory of verbal
behavior in schizophrenia.” In MAHER, Brendan Amold (editor). Progress in experi-
mental personality research, volume 1. New York: Academic Press, 1964. 49-77.

CHARNIAK, Eugene (1976). “Inference and knowledge.” [1] In Chamiak and Wilks 1976,
1-21 and 129-154. [2] An earlier version appears as “Organization and inference in
a frame-like system of common sense knowledge.” Proceedings, [Interdisciplinary
workshop on] Theoretical issues in natural language processing, Cambridge, MA,
June 1975. 46-55. [3] A shorter, revised version appears as “Inference and knowledge
in language comprehension.” Machine intelligence, 8, 1977, 541-574.

CHARNIAK, Eugene (1981a). “A common representation for problem-solving and language-
comprehension information.” [1] Artificial intelligence, 16(3), July 1981, 225-255.
[2] Technical report CS-59, Department of Computer Science, Brown University,
Providence, RI, July 1980.

CHARNIAK, Eugene (1981b). “Passing markers: A theory of contextual influence in lan-
guage comprehension.” [1] Technical report CS-80, Department of Computer Science,
Brown University, Providence, RI, 1981. [2] Cognitive science, 7(3), July-September
1983, 171-190.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References CHARNIAK o CLIFTON 229

CHARNIAK, Eugene (1981c). “The case—slot identity theory.” Cognitive science, 5(3), July—
September 1981, 285-292.

CHARNIAK, Eugene (1982). “Context recognition in language comprehension.” In Lehnert
and Ringle 1982, 435-454.

CHARNIAK, Eugene (1983a). “A parser with something for everyone.” [1] In King 1983,
117-149. {2] Technical report CS—70, Department of Computer Science, Brown Uni-
versity, Providence, RI, April 1981.

CHARNIAK, Eugene (1983b). “A reverse transformational parser.” MS, January 1983.

CHARNIAK, Eugene (1984). “Cognitive science is methodologically fine.” In KINTSCH, Wal-
ter; MILLER, James R and POLSON, Peter G (editors). Methods and tactics in cognitive
science. Hillsdale, NJ: Lawrence Erlbaum Associates, 1984. 263-274.

CHARNIAK, Eugene (1985). “A single-semantic-process theory of parsing.” MS, Depart-
ment of Computer Science, Brown University, 1985.

CHARNIAK, Eugene; GAVIN, Michael Kevin and HENDLER, James Alexander (1983). “The
Frail/NASL reference manual.” Technical report CS-83-06, Department of Computer
Science, Brown University, Providence, RI, February 1983.

CHARNIAK, Eugene and MCDERMOTT, Drew Vincent (1985). Introduction to artificial in-
telligence. Reading, MA: Addison-Wesiey, 1985.

CHARNIAK, Eugene; RIESBECK, Christopher Kevin and MCDERMOTT, Drew Vincent (1980).
Artificial intelligence programming. Hillsdale, NJ: Lawrence Erlbaum Associates,
1980.

CHARNIAK, Eugene and WiLKS, Yorick Alexander (1976). Computational semantics: An
introduction to artificial intelligence and natural language comprehension (Funda-
mental studies in computer science 4). Amsterdam: North-Holland, 1976.

CHIERCHIA, Gennaro (1982). “Nominalization and Montague grammar: A semantics with-
out types for natural languages.” Linguistics and philosophy, 5, 1982, 303-354.

CHIERCHIA, Gennaro (1983). Topics in the syntax and semantics of infinitives and gerunds.
Doctoral dissertation, Department of Linguistics, University of Massachusetts, Amherst,
1983.

CHOMSKY, Noam Avram (1965). Aspects of the theory of syntax. Cambridge, MA: The
MIT Press, 1965.

CHOMSKY, Noam Avram (1975). Reflections on language. New York: Pantheon Press,
1975.

CHOMSKY, Noam Avram (1982). Lectures on government and binding: The Pisa lectures
(Studies in generative grammar), second edition. Dordrecht: Foris Publications, 1982.

CHURCH, Kenneth W and PATIL, Ramesh S (1982). “Coping with syntactic ambiguity or
how to put the block in the box on the table.” [1] American journal of computational
linguistics, 8(3—4), July-December 1982, 139-149. {2] Technical report MIT/LCS/TM-
216, Laboratory for Computer Science, Massachusetts Institute of Technology, April
1982.

CLARK, Herbert H and CLARK, Eve V (1977). Psychology and language: An introduction
fo psycholinguistics. New York: Harcourt Brace Jovanovich, 1977.

CLIFTON, Charles Jr; FRAZIER, Lyn and CONNINE, Cynthia (1984). “Lexical expectations
in sentence comprehension.” Journal of verbal learning and verbal behavior, 23(6),
December 1984, 696-708.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

230 COLE ¢ DOWTY References

CoOLE, Peter and MORGAN, Jerry L (editors) (1975). Syntax and semantics 3: Speech acts.
New York: Academic Press, 1975.

CoLLINs, Allan M and LorTus, Elizabeth F (1975). “A spreading-activation theory of se-
mantic processing.” Psychological review, 82(6), November 1975, 407-428.

CONNINE, Cynthia; FERREIRA, Fernanda; JONES, Charlie; CLIFTON, Charles Jr and FRAZIER,
Lyn (1984). “Verb frame preferences: Descriptive norms.” Journal of psycholinguistic
research, 13(4), July 1984, 307-319.

COOPER, Robin (1983). Quantification and syntactic theory (Synthese language library 21).
Dordrecht: D. Reidel, 1983.

COOPER, Robin (editor) (1985). Special issue on situation semantics. Linguistics and phi-
losophy, 8(1), February 1985, 1-161.

COOPER, William E and WALKER, Edward C T (editors) (1979). Sentence processing: Stud-
ies presented to Merrill Garrert. Hillsdale, NJ: Lawrence Erlbaum Associates, 1979.

COTTRELL, Garrison Weeks (1985a). A connectionist approach to word sense disambigua-
tion. Doctoral dissertation [available as technical report 154], Department of Com-
puter Science, University of Rochester, May 1985.

COTTRELL, Garrison Weeks (1985b). “Connectionist parsing.” Proceedings of the Seventh
Annual Conference of the Cognitive Science Society, Irvine, CA, August 1985. 201-
211.

COWIE, A P and MACKIN, R (1975). Oxford dictionary of current idiomatic English. Volume
1: Verbs with prepositions and particles. Oxford University Press, 1975.

CRAIN, Stephen and FODOR, Janet Dean (1985). “How can grammars help parsers?” In
Dowty, Karttunen, and Zwicky 1985, 94-128.

CRAIN, Stephen and STEEDMAN, Mark (1985). “On not being led up the garden path: The
use of context by the psychological syntax processor.” In Dowty, Karttunen, and
Zwicky 1985, 320-358.

CULLINGFORD, Richard Edward (1978). Script application: Computer understanding of
newspaper stories. Doctoral dissertation [available as research report 116], Depart-
ment of Computer Science, Yale University, January 1978.

CUTLER, Anne (1982). “Prosody and sentence perception in English.” In Mehler, Walker,
and Garrett 1982, 201-216. ‘

DANEMAN, Meredyth and CARPENTER, Patricia A (1983). “Individual differences in inte-
grating information between and within sentences.” Journal of experimental psychol-
ogy: Learning, memory and cognition, 9(4), October 1983, 561-581.

DE GROOT, Annette M B (1983). “The range of automatic spreading activation in word
priming.” Journal of verbal learning and verbal behavior, 22(4), August 1983, 417-
436.

DEJONG, Gerald Francis and WALTZ, David Leigh (1983). “Understanding novel language.”
In Cercone 1983, 131-147.

DOWNING, Pamela (1977). “On the creation and use of English compound nouns.” Lan-
guage, 53(4), December 1977, 810-842.

DowTy, David R; KARTTUNEN, Lauri Juhani and ZwiCKY, Armold M (editors) (1985). Nat-
ural language parsing: Psychological, computational, and theoretical perspectives
(Studies in natural language processing). Cambridge, England: Cambridge Univer-
sity Press, 1985.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References DOWTY o FILLMORE 231

DowTy, David R; WALL, Robert Eugene and PETERS, Stanley (1981). Introduction to Mon-
tague semantics (Synthese language library 11). Dordrecht: D. Reidel, 1981.

DRURY, Donald (1983). “A harvest of heteronyms.” Verbatim, 9(3), Winter 1983, 10-11.
[Addenda and corrigenda: Verbatim, 10(1), Summer 1983, 11-12.]

DYER, Michael George (1983). In-depth understanding: A computer model of integrated
processing for narrative comprehension. [1] (MIT Press series in artificial intelli-
gence). Cambridge, MA: The MIT Press, 1983. {2] An earlier version, without index
or appendices: Doctoral dissertation [available as research report 219], Department of
Computer Science, Yale University, May 1982,

FAHLMAN, Scott Elliot (1979). NETL: A system for representing and using real-world
knowledge. [1] (MIT Press series in artificial intelligence). Cambridge, MA: The MIT
Press, 1979. [2] A slightly earlier version: Doctoral dissertation, Artificial Intelligence
Laboratory, Massachusetts Institute of Technology, September 1977.

FAHLMAN, Scott Elliot; HINTON, Geoffrey E and SEINOWSKI, Terrence J (1983). “Massively
parallel architectures for Al: NETL, Thistle, and Boltzmann machines.” Proceedings
of the National Conference on Artificial Intelligence, Washington, August 1983. 109-
113.

FANTY, Mark A (1986). “Context-free parsing with connectionist networks.” MS, Depart-
ment of Computer Science, University of Rochester, 1986.

FAWCETT, Brenda Louise (1985). The representation of ambiguity in opaque constructs. [1]
MSc thesis, Department of Computer Science, University of Toronto, October 1985.
[2] Technical report 178, Computer Systems Research Institute, University of Toronto,
April 1986.

FAWCETT, Brenda Louise and HIRsT, Graeme (1986). “The detection and representation of
ambiguities of intension and description.” Proceedings, 24th Annual Meeting of the
Association for Computational Linguistics, New York, June 1986. 192-199.

FELDMAN, Jerome Arthur (editor) (1985). Special issue on connectionist models and their
applications. Cognitive science, 9(1), January—March 1985, 1-169.

FELDMAN, Jerome Arthur and BALLARD, Dana H (1982). “Connectionist models and their
properties.” Cognitive science, 6(3), July-September 1982, 205-254.

FENSTAD, Jens Erik; HALVORSEN, Per-Kristian; LANGHOLM, Tore and VAN BENTHAM, Johan
(1985). “Equations, schemata and situations: A framework for linguistic semantics.”
Technical report 85-29, Center for the Study of Language and Information, Stanford
University, August 1985.

FERREIRA, Fernanda (1985). “The role of context in resolving syntactic ambiguity.” Uni-
versity of Massachusetts Occasional Papers in Linguistics, 1985.

FIKES, Richard E and KEHLER, Tom (1985). “The role of frame-based representation in
reasoning.” Communications of the ACM, 28(9), September 1985, 904-920.

FiLLMORE, Charles J (1968). “The case for case.” In BACH, Emmon Werner and HARMS,
Robert Thomas (editors). Universals in linguistic theory, New York: Holt, Rinehart
and Winston, 1968. 0-88 [sic].

FILLMORE, Charles J (1975). Lectures on deixis. Bloomington, Indiana: Indiana University
Linguistics Club, 1975.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

232 FILLMORE  FRAZIER References

FILLMORE, Charles J (1977). “The case for case re-opened.” In COLE, Peter and SADOCK,
Jerrold M (editors) Syntax and semantics 8: Grammatical relations. New York: Aca-
demic Press, 1977. 59-81.

FININ, Timothy Wilking (1980). The semantic interpretation of nominal compounds. Doc-
toral dissertation, Department of Computer Science, [available as report T-96, Coor-
dinated Science Laboratory], University of Illinois at Urbana-Champaign.

FISCHLER, Ira (1977). “Semantic facilitation without association in a lexical decision task.”
Memory and cognition, 5(3), 1977, 335-339.

FODOR, Janet Dean (1977). Semantics: Theories of meaning in generative grammar. New
York: Thomas Y Crowell Company, 1977. Cambridge, MA: Harvard University Press,
1980.

FODOR, Janet Dean (1978). “Parsing strategies and constraints on transformations.” Lin-
guistic inquiry, 9(3), Summer 1978, 427-473.

FODOR, Janet Dean and FRAZIER, Lyn (1980). “Is the human sentence parsing mechanism
an ATN?” Cognition, 8(4), December 1980, 417-459.

FODOR, Jerry Alan (1978). “Tom Swift and his procedural grandmother.” Cognition, 6(3),
September 1978, 229-247.

FODOR, Jerry Alan (1979). “In reply to Philip Johnson-Laird.” Cognition, 7(1), March
1979, 93-95.

FOLLETT, Wilson (1966). Modern American usage: A guide. New York: Hill and Wang,
1966.

FORD, Marilyn; BRESNAN, Joan Wanda and KAPLAN, Ronald M (1982). “A competence-
based theory of syntactic closure.” In Bresnan 1982a, 727-796.

FORSTER, Kenneth I (1979). “Levels of processing and the structure of the language pro-
cessor.” In Cooper and Walker 1979, 27-85.

Foss, Donald J (1970). “Decision processes during sentence comprehension: Effects of
lexical item difficulty and position upon decision times.” Journal of verbal learning
and verbal behavior, 9(6), December 1970, 457—462.

Foss, Donald J and HAkES, David T (1978). Psycholinguistics: An introduction to the
psychology of language. Englewood Cliffs, NJ: Prentice-Hall, 1978.

Foss, Donald J and JENKINS, Charles M (1973). “Some effects of context on the compre-
hension of ambiguous sentences.” Journal of verbal learning and verbal behavior,
12(5), October 1973, 577-589.

FOWLER, Henry Watson (1965). A dictionary of modern English usage. Second edition,
revised by GOWERS, Ermest. Oxford: Oxford University Press, 1965 [reprinted with
corrections, 1968].

FRAZIER, Lyn (1978). On comprehending sentences: Syntactic parsing strategies. [1] Doc-
toral dissertation, University of Connecticut, 1978. [2] Bloomington, Indiana: Indiana
University Linguistics Club, February 1979.

FRAZIER, Lyn; CLIFTON, Charles Jr and RANDALL, Janet (1983). “Filling gaps: Decision
principles and structure in sentence comprehension.” Cognition, 13(2), March 1983,
187-222.

FRAZIER, Lyn and FODOR, Janet Dean (1978). “The sausage machine: A new two-stage
parsing model.” Cognition, 6(4), December 1978, 291-325.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References FRENCH ¢« GODDEN 233

FRENCH, Peter A; UEHLING, Theodore E, Jr and WETTSTEIN, Howard K (editors) (1979).
Contemporary perspectives in the philosophy of language. Minneapolis: University
of Minnesota Press, 1979.

FRIEDMAN, Joyce; MORAN, Douglas Bailey and WARREN, David Scott (1978a). “Explicit
finite intensional models for PTQ.” [1] American journal of computational linguistics,
1978: 1, microfiche 74, 3-22. [2] Paper N-3, Computer Studies in Formal Linguistics,
Department of Computer and Communication Sciences, University of Michigan, Ann
Arbor, M1

FRIEDMAN, Joyce; MORAN, Douglas Bailey and WARREN, David Scott (1978b). “An in-
terpretation system for Montague grammar.” [1] American journal of computational
linguistics, 1978: 1, microfiche 74, 23-96. [2] Paper N—4, Computer Studies in For-
mal Linguistics, Department of Computer and Communication Sciences, University
of Michigan, Ann Arbor, ML

FRIEDMAN, Joyce; MORAN, Douglas Bailey and WARREN, David Scott (1978c). “Evaluat-
ing English sentences in a logical model: A process version of Montague grammar.”
[1] Proceedings of the 7th International Conference on Computational Linguistics,
Bergen, Norway, August 1978. [2] Paper N-15, Computer Studies in Formal Linguis-
tics, Department of Computer and Communication Sciences, University of Michigan,
Ann Arbor, Ml, August 1978.

Funsakl, Tetsunosuke (1984). ““A stochastic approach to sentence parsing.” Proceedings,
10th International Conference on Computational Linguistics (COLING-84), Stanford,
July 1984, 16-19.

GALLIN, Daniel (1975). Intensional and higher-order modal logic with applications to Mon-
tague semantics (North-Holland Mathematics Series 9). Amsterdam: North-Holland,
1975. [Revised from the author’s doctoral dissertation, Department of Mathematics,
University of California, Berkeley, September 1972.]

GARROD, Simon and SANFORD, Anthony J (1985). “On the real-time character of interpre-
tation during reading.” Language and cognitive processes, 1(1), 1985, 43-59.

GAWRON, Jean Mark; KING, Jonathan J; LAMPING, John; LOEBNER, Egon E; PAULSON,
Elizabeth Anne; PULLUM, Geoffrey K; SAG, Ivan A and WAsOw, Thomas A (1982).
“Processing English with a generalized phrase structure grammar.” [1] Proceedings,
20th Annual Meeting of the Association for Computational Linguistics, Toronto, June
1982. 74-81. [2] Technical note CSL~82-5, Computer Science Laboratory, Hewlett-
Packard, Palo Alto, CA, April 1982.

GAZDAR, Gerald (1982). “Phrase structure grammar.” In JACOBSON, Pauline Ida and PuLLUM,
Geoffrey K (editors). The nature of syntactic representation. Dordrecht: D. Reidel,
1982.

GENTNER, Dedre (1981a). “Some interesting differences between nouns and verbs.” Cog-
nition and brain theory, 4(2), Spring 1981, 161-178.

GENTNER, Dedre (1981b). “Integrating verb meanings into context.” Discourse processes,
4(4), October-December 1981, 349-375.

GERSHMAN, Anatole V (1979). Knowledge-based parsing. Doctoral dissertation [available
asresearch report 156], Department of Computer Science, Yale University, April 1979.

GODDEN, Kurt Sterling (1981). Montague grammar and machine translation between En-
glish and Thai. Doctoral dissertation, Department of Linguistics, University of Kansas,
1981.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

234 GRANGER ¢ GUINDON References

GRANGER, Richard H, Jr (1977). “FOUL-UP: A program that figures out meanings of words
from context.” Proceedings, Sth International Joint Conference on Artificial Intelli-
gence, Cambridge, MA, August 1977. 172-178.

GRANGER, Richard H, Jr; HOLBROOK, Jennifer K and EiSeLT, Kurt P (1984). “Interaction
effects between word-level and text-level inferences: On-line processing of ambigu-
ous words in context.” Proceedings of the Sixth Annual Conference of the Cognitive
Science Society, Boulder, June 1984. 172-178.

GRANGER, Richard H, Jr; STAROS, Chris J; TAYLOR, Gregory B and YosH!1, Rika (1983).
“Scruffy text understanding: Design and implementation of the NOMAD system.”
Proceedings, Conference on Applied Natural Language Processing, Santa Monica,
February 1983. 104-106.

GRICE, H Paul (1975). “Logic and conversation.” In Cole and Morgan 1975, 41-58.

GROSZ, Barbara Jean (1977a). “The representation and use of focus in a system for under-
standing dialogs.” [1] Proceedings, 5th International Joint Conference on Artificial
Intelligence, Cambridge, MA, August 1977. 67-76. [2] Technical note 150, Artificial
Intelligence Center, SRI International, June 1977. [3] In Grosz, Sparck Jones, and
Webber 1986, 353-362.

GRrosz, Barbara Jean (1977b). The representation and use of focus in dialogue understand-
ing. [1} Doctoral dissertation, Department of Computer Science, University of Cal-
ifornia, Berkeley, June 1977. [2] Slightly revised as Technical note 151, Artificial
Intelligence Center, SRI International, July 1977. {3] Another revised version appears
as section 4 of WALKER, Donald E (editor). Understanding spoken language (The
computer science library, Artificial intelligence series 5). New York: North-Holland,
1978.

GROSz, Barbara Jean (1978). “Focusing in dialog.” [1] TINLAP-2: [Proceedings of the
2nd workshop on] Theoretical Issues in Natural Language Processing, Urbana, 25-27
July 1979. 96-103. [These proceedings were republished as Proceedings of the 1978
meeting of the Association for Computational Linguistics, American journal of com-
putational linguistics, 1978: 3, microfiche 78-80.] [2] Technical note 166, Artificial
Intelligence Center, SRI International, July 1978.

GRrosz, Barbara Jean (1981). “Focusing and description in natural language dialogues.” [1]
In Joshi, Webber, and Sag 1981, 84-105. [2] Technical note 185, Artificial Intelligence
Center, SRI International, April 1979. ‘

GRosz, Barbara Jean (1983). “TEAM: A transportable natural-language interface system.”
Proceedings, Conference on Applied Natural Language Processing, Santa Monica,
February 1983. 39-45.

GROSsz, Barbara Jean; HAAS, Norman; HENDRIX, Gary Grant; HOBBS, Jerry Robert; MARTIN,
Paul; MOORE, Robert Carter; ROBINSON, Jane J and ROSENSCHEIN, Staniey Joshua
(1982). “DIALOGIC: A core natural-language processing system.” Technical note 270,
Artificial Intelligence Center, SRI International, 9 November 1982.

GRosz, Barbara Jean; SPARCK JONES, Karen and WEBBER, Bonnie Lynn (1986). Readings
in natural language processing. Los Altos, CA: Morgan Kaufmann, 1986.

GUINDON, Raymonde (1985). “Anaphora resolution: Short-term memory and focusing.”
Proceedings, 23rd Annual Meeting of the Association for Computational Linguistics,
Chicago, July 1985. 218-227.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References HAMBLIN ¢ HENDRIX 235

HAMBLIN, C L (1973). “Questions in Montague English.” [1] Foundations of language,
10(1), May 1973, 41-53. [2] In Partee 1976, 247-259.

HAUSSER, Roland R (1984). Surface compositional grammar (Studies in theoretical lin-
guistics 4). Munich: Wilhelm Fink Verlag, 1984.

HAVILAND, Susan E and CLARK, Herbert H (1974). “What’s new? Acquiring new informa-
tion as a process in comprehension.” Journal of verbal learning and verbal behavior,
13(5), October 1974, 512-521.

HAYES, Philip J (1976). “A process to implement some word-sense disambiguations.” [1]
Working paper 23, Institut pour les études sémantiques et cognitives, Université de
Geneve. 1976. [2] Technical report 6, Department of Computer Science, University
of Rochester, no date.

HAYES, Philip J (1977a). Some association-based techniques for lexical disambiguation
by machine. {1] Doctoral dissertation, Département de Mathématiques, Ecole poly-
technique fédérale de Lausanne. {2] Technical report 25, Department of Computer
Science, University of Rochester, June 1977.

HAYES, Philip J (1977b). “On semantic nets, frames and associations.” Proceedings of the
Sth International Joint Conference on Artificial Intelligence, Cambridge, MA, August
1977. 99-107.

HAYES, Philip J (1978). “Mapping input onto schemas.” Technical report 29, Department
of Computer Science, University of Rochester, June 1978.

HEIDORN, George E (1982). “Experience with an easily computed metric for ranking al-
ternative parses.” Proceedings, 20th Annual Meeting of the Association for Computa-
tional Linguistics, Toronto, June 1982, 82-84.

HENDLER, James Alexander (1985). “Integrating marker-passing and problem solving.” [1]
Proceedings of the Seventh Annual Conference of the Cognitive Science Society, Irvine,
CA, August 1985. 130-139. [2] Technical report 85-08, Department of Computer
Science, Brown University, 1985.

HENDLER, James Alexander (1986a). Integrating marker-passing and problem-solving: A
spreading-activation approach to improved choice in planning. Doctoral dissertation
[available as technical report CS-86-01], Department of Computer Science, Brown
University, January 1986.

HENDLER, James Alexander (1986b). “Issues in the design of marker-passing systems.”
[1] Technical report 1636, Department of Computer Science, University of Maryland,
February 1986. [2] A shorter version published in: JERNIGAN, R; HAMILL, B and
WEINTRAUB, D (editors). The Role of Language in Problem Solving—II, June 1986.

HENDLER, James Alexander and PHILLIPS, Brian (1981). “A flexible control structure for
the conceptual analysis of natural language using message-passing.” Technical report
TR-08-81-03, Computer Science Laboratory, Texas Instruments Incorporated, Dal-
las, TX, 1981.

HENDRIX, Gary Grant (1977a). “The LIFER manual: A guide to building practical natural
language interfaces.” Technical note 138, Artificial Intelligence Center, SRI Interna-
tional, February 1977.

HENDRIX, Gary Grant (1977b). “Human engineering for applied natural language research.”
Proceedings of the Sth International Joint Conference on Artificial Intelligence, Cam-
bridge, MA, August 1977. 181-191.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

236 HILLIER « HOGABOAM References

HILLIER, Bevis (1974). Punorama, or the best of the worst. Andoversford, Gloucestershire:
The Whittington Press, 1974.

HIrsT, Graeme (1976). “Artificial intelligence and computational linguistics II: Method-
ology and problems.” MS, Department of Computer Science, University of British
Columbia, April 1976.

HIRST, Graeme (1981a). Anaphora in natural language understanding: A survey. [1] (Lec-
ture notes in computer science 119). New York: Springer-Verlag, 1981. [2] Technical
report 79-2, Department of Computer Science, University of British Columbia, 1 May
1979. [3] MSc thesis, Department of Engineering Physics, Australian National Uni-
versity. June 1979.

HIRST, Graeme (1981b). “Discourse-oriented anaphora resolution in natural language un-
derstanding: A review.” American journal of computational linguistics, 7(2), April-
June 1981, 85-98.

HIRST, Graeme (1983a). “A foundation for semantic interpretation.” [1] Proceedings, 21st
Annual Meeting of the Association for Computational Linguistics, Cambridge, MA,
June 1983. 64-73. [2] Technical report CS-83-03, Department of Computer Science,
Brown University, Providence, RI, January 1983.

HIRST, Graeme (1983b). Semantic interpretation against ambiguity. Doctoral dissertation
[available as technical report CS-83-25], Department of Computer Science, Brown
University, 1983.

HIRST, Graeme (1984). “Jumping to conclusions: Psychological reality and unreality in a
word disambiguation program.” Proceedings of the Sixth Annual Conference of the
Cognitive Science Society, Boulder, June 1984. 179-182.

HIrST, Graeme (1985). Review of van Bakel 1984. Computational linguistics, 11(2-3),
April-September 1985, 185-186.

HIRST, Graeme (1988). “Humorous information processing: Why artificial intelligence and
cognitive science must consider humor as a cognitive phenomenon.” Technical report,
Computer Systems Research Institute, University of Toronto, in preparation.

HIRST, Graeme and CHARNIAK, Eugene (1982). “Word sense and case slot disambiguation.”
Proceedings, National Conference on Artificial Intelligence, Pittsburgh, August 1982.
95-98. ’

HoBBs, Jerry Robert (1979). “Metaphor, metaphor schemata, and selective inferencing.”
Technical note 203, Artificial Intelligence Center, SRI International, December 1979.

HoBBS, Jerry Robert (1983). “An improper treatment of quantification in ordinary English.”
Proceedings, 21st Annual Meeting of the Association for Computational Linguistics,
Cambridge, MA, June 1983. 57-63.

HoBBs, Jerry Robert (1985). “Ontological promiscuity.” Proceedings, 23rd Annual Meet-
ing of the Association for Computational Linguistics, Chicago, July 1985. 61-69.

HoBss, Jerry Robert and ROSENSCHEIN, Stanley Joshua (1977). “Making computational
sense of Montague’s intensional logic.” Artificial Intelligence, 9(3), December 1977,
287-306.

HoGABOAM, Thomas W and PERFETTI, Charles A (1975). “Lexical ambiguity and sentence
comprehension.” Journal of verbal learning and verbal behavior, 16(3), June 1975,
265-274.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References HOLMES ¢ JUST 237

HOLMES, Virginia M (1984). “Parsing strategies and discourse context.” Journal of psy-
cholinguistic research, 13(3), May 1984, 237-257.

HOWE, Adele (1983). “HOW? A customizable, associative network based help facility.”
Technical report MS—CIS-83-14, Department of Computer and Information Science,
University of Pennsylvania, 16 July 1983.

HOWE, Adele and FININ, Timothy Wilking (1984). “Using spreading activation to identify
relevant help.” Proceedings, Fifth Biennial Conference, Canadian Society for Com-
putational Studies of Intelligence | Société canadienne pour études d’ intelligence par
ordinateur, London, Ontario, May 1984. 25-27.

HUDSON, Susan B and TANENHAUS, Michael K (1984). “Ambiguity resolution in the ab-
sence of contextual bias.” Proceedings of the Sixth Annual Conference of the Cognitive
Science Society, Boulder, CO, June 1984. 188-192.

ISRAEL, David J (1983). “A prolegomenon to situation semantics.” Proceedings, 21st An-
nual Meeting of the Association for Computational Linguistics, Cambridge, MA, June
1983. 28-37.

JACKENDOFF, Ray S (1972). Semantic interpretation in generative grammar. Cambridge,
MA: The MIT Press, 1972.

JACKENDOFF, Ray S (1983). Semantics and cognition. Cambridge, MA: The MIT Press,
1983.

JACKENDOFF, Ray S (1984). “Sense and reference in a psychologically based semantics.”
In Bever, Carroll, and Miller 1984, 49-72.

JENKINS, James J (1970). “The 1952 Minnesota word association norms.” In Postman and
Keppel, 1970, 1-38.

JOHNSON, Mark (1985). “Parsing with discontinuous elements.” Proceedings, 23rd Annual
Meeting of the Association for Computational Linguistics, Chicago, July 1985. 127-
132.

JOHNSON, Roderick (1983). “Parsing with transition networks.” In King 1983, 59-72.

JOHNSON-LAIRD, Philip Nicholas (1977). “Procedural semantics.” Cognition, 5(3), Septem-
ber 1977, 189-214.

JOHNSON-LAIRD, Philip Nicholas (1978). “What’s wrong with Grandma’s guide to proce-
dural semantics: A reply to Jerry Fodor.” Cognition, 6(3), September 1978, 249-261.

JONES, Mark A (1983). “Activation-based parsing.” Proceedings of the 8th International
Joint Conference on Artificial Intelligence, Karlsruhe, August 1983. 678—682.

JONES, Mark A and DriscoLL, Alan S (1985). “Movement in active production networks.”
Proceedings, 23rd Annual Meeting of the Association for Computational Linguistics,
Chicago, July 1985. 161-166.

JONES, Mark A and WARREN, David Scott (1982). “Conceptual dependency and Montague
grammar: A step toward conciliation.” Proceedings, National Conference on Artificial
Intelligence, Pittsburgh, August 1982. 79-83.

JosH1, Aravind K; WEBBER, Bonnie Lynn and SAG, Ivan A (editors) (1981). Elements of
discourse understanding. Cambridge, England: Cambridge University Press, 1981.

JusT, Marcel Adam and CARPENTER, Patricia A (1980). “Inference processes during read-
ing: From eye fixations to comprehension.” Psychological review, 87(4), July 1980,
329-354.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

238 KAPLAN e LEVINE References

KAPLAN, David (1978). “Dthat.” [1] In COLE, Peter (editor). Syntax and semantics 9:
Pragmatics. New York: Academic Press, 1978. [2] In French er al 1979, 383-400.

KAPLAN, David (1979). “The logic of demonstratives.” In French et a/ 1979, 401-412.

KARTTUNEN, Lauri Juhani and PETERS, Stanley (1979). “Conventional implicature.” In Oh
and Dinneen 1979, 1-56.

Kartz, Jerrold Jacob (1972). Semantic theory. New York: Harper, 1972.

KATz, Jerrold Jacob and FODOR, Jerry Alan (1963). “The structure of a semantic theory.”
Language, 39(2), June 1963, 170-210.

KELLY, Edward F and STONE, Philip J (1975). Computer recognition of English word senses
(North-Holland linguistic series 13). Amsterdam: North-Holland, 1975.

KEMPSON, Ruth (1977). Semantic theory (Cambridge textbooks in linguistics). Cambridge:
Cambridge University Press, 1977.

KEss, Joseph F and HOPPE, Ronald A (1981). Ambiguity in psycholinguistics (Pragmatics
and beyond II:4). Amsterdam: John Benjamins, 1981.

KIMBALL, John (1973). “Seven principles of surface structure parsing in natural language.”
Cognition. 2(1), 1973, 15-47.

KING, Margaret (editor) (1983). Parsing natural language. London: Academic Press,
1983.

KINTSCH, Walter and MRross, Erest F (1985). “Context effects in word identification.”
Journal of memory and language, 24(3), June 1985, 336-349.

KIRKPATRICK, Scott; GELATT, C D, Jr and VECCHI, M P (1983). “Optimization by simulated
annealing.” [1] Science, 220(#4598), 13 May 1983, 671-680. [2] An earlier version
appeared as: Research report RC 9355 (#41093), IBM Thomas J. Watson Research
Center, 2 April 1982.

KURTZMAN, Howard Steven (1984). Studies in syntactic ambiguity resolution. Doctoral
dissertation, Department of Psychology, Massachusetts Institute of Technology, 13
September 1984. Indiana University Linguistics Club.

LAITIN, David D (1977). Politics, language, and thought. Chicago: The University of
Chicago Press, 1977.

LANGENDOEN, D Terence; KALISH-LANDON, Nancy and DORE, John (1973). “Dative ques-
tions: A study in the relation of acceptability to grammaticality of an English sentence
type.” Cognition, 2(4), 1973, 451-478.

LANHAM, Richard A (1974). Style: An anti-textbook. New Haven: Yale University Press,
1974.

LEHNERT, Wendy Grace and RINGLE, Martin H (editors) (1982). Strategies for natural lan-
guage processing. Hillsdale, NJ: Lawrence Erlbaum Associates, 1982,

LEsK, Michael Edward (1986). “Automatic sense discrimination: How to tell a pine cone
from an ice cream cone.” MS, 1986.

LESPERANCE, Yves (1986). “Toward a computational interpretation of situation semantics.”
[1] Computational intelligence, 2(1), February 1986, 9-27. [2] Technical report 181,
Computer Systems Research Institute, University of Toronto, July 1986.

LEvi, Judith N (1978). The syntax and semantics of compound nominals. New York: Aca-
demic Press, 1978.

LEVINE, Donald Nathan (1965). Wax and gold: Tradition and innovation in Ethiopian
culture. Chicago: The University of Chicago Press, 1965.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References LEVINE s MASTERMAN 239

LEVINE, Donald Nathan (1985). The flight from ambiguity: Essays in social and cultural
theory. Chicago and London: The University of Chicago Press, 1985.

LEVINSON, Stephen C (1983). Pragmatics (Cambridge textbooks in linguistics). Cambridge
University Press, 1983.

LORCH, Robert F, Jr (1982). “Priming and search processes in sernantic memory: A test of
three models of spreading activation.” Journal of verbal learning and verbal behavior,
21(4), August 1982, 468-492.

Lucas, Margery M (1983). “Lexical access during sentence comprehension: Frequency
and context effects.” Proceedings, Fifth annual conference of the Cognitive Science
Society, Rochester, New York, May 1983. [unpaginated]

Lucas, Margery M (1984). “Frequency and context effects in lexical ambiguity resolution.”
Cognitive Science technical report URCS-14, Department of Psychology, University
of Rochester, February 1984,

LUPKER, Stephen J (1984). “Semantic priming without association: A second look.” Jour-
nal of verbal learning and verbal behavior, 23(6), December 1984, 709-733.

LYTINEN, Steven Leo (1984). The organization of knowledge in a multi-lingual, integrated
parser. Doctoral dissertation [published as research report 340], Department of Com-
puter Science, Yale University, November 1984.

MADHU, Swaminathan and LYTLE, Dean W (1965). “A figure of merit technique for the
resolution of non-grammatical ambiguity.” Mechanical translation, 8(2), February
1965, 9-13.

MAHOOD, Molly Maureen (1957). Shakespeare’s wordplay. London: Methuen, 1957.

MAIDA, Anthony S (1982). “Using lambda abstraction to encode structural information in
semantic networks.” Report 1982-9—1, Center for Cognitive Science, Brown Univer-
sity, 1 September 1982.

MAIDA, Anthony S and SHAPIRO, Stuart C (1982). “Intensional concepts in semantic net-
works.” [1] Cognitive science, 6(4), October-December 1982, 291-330. [2] In Brach-
man and Levesque 1985, 169-189.

MALLERY, John C (1985). “Universality and individuality: The interaction of noun phrase
determiners in copular clauses.” Proceedings, 23rd Annual Meeting of the Association
for Computational Linguistics, Chicago, July 1985. 35-42.

MARcuS, Mitchell P (1980). A theory of syntactic recognition for natural language. [1]
Cambridge, MA: The MIT Press, 1980. [2] A slightly earlier version: Doctoral disser-
tation, Artificial Intelligence Laboratory, Massachusetts Institute of Technology, Oc-
tober 1977.

MaRrcus, Mitchell P (1984). “Some inadequate theories of human language processing.”
In Bever, Carroll, and Miller 1984, 253-278.

MARSLEN-WILSON, William D and TYLER, Lorraine Komisarjevsky (1980). “The temporal
structure of spoken language understanding.” Cognition, 8(1), March 1980, 1-71.

MARTIN, Paul; ApPPELT, Douglas and PEREIRA, Fernando C N (1983). “Transportability and
generality in a natural-language interface system.” Proceedings of the 8th Interna-
tional Joint Conference on Artificial Intelligence, Karlsruhe, August 1983. 573-581.

MASTERMAN, Margaret (1961). “Semantic message detection for machine translation, using
an interlingua.” 1961 International Conference on Machine Translation of Languages

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

240 MCCARTHY e MILNE References

and Applied Language Analysis, London: Her Majesty’s Stationery Office, 1962. 437-
475.

MCCARTHY, John (1979). “First order theories of individual concepts and propositions.”
{1] In HAYES, Jean Elizabeth; MicHIE, Donald and MIKULICH, L I (editors). Machine
intelligence 9. Chichester: Ellis Horwood Ltd, 1979. 129-147. [2] In Brachman and
Levesque 1985, 523-533.

MCCLELLAND, James L. and KAWAMOTO, Alan H (1986). “Mechanisms of sentence pro-
cessing: Assigning roles to constituents of sentences.” In MCCLELLAND, James L;
RUMELHART, David E and THE PDP RESEARCH GROUP. Parallel distributed process-
ing: Explorations in the microstructure of cognition. Volume 2: Psychological and
biological models. Cambridge, MA: The MIT Press / Bradford Books, 1986. 272-
325.

MCDERMOTT, Drew Vincent (1978). “Planning and acting.” Cognitive science, 2(2), April-
June 1978, 71-109.

MCcDoNALD, David Blair (1982). Understanding noun compounds. Doctoral dissertation
[available as technical report CMU—-CS-82-102], Department of Computer Science,
Carnegie—Mellon University, January 1982.

MCDONNELL, Cheryl Joanne (1982). Access of meaning for idiomatic expressions. Doctoral
dissertation, University of South Carolina, 1982.

MEHLER, Jacques; WALKER, Edward C T and GARRETT, Merrill F (editors) (1982). Per-
spectives on mental representation: Experimental and theoretical studies of cognitive
processes. Hillsdale, NJ: Lawrence Erlbaum Associates, 1982,

MELLISH, Christopher S (1982a). “Incremental semantic interpretation in a modular parsing
system.” In Sparck Jones and Wilks 1982, 148-155.

MELLISH, Christopher S (1982b). “Incremental evaluation: An approach to the semantic
interpretation of noun phrases.” Cognitive Studies Research Paper 001, University of
Sussex, September 1982.

MELLISH, Christopher S (1985). Computer interpretation of natural language descriptions
(Ellis Horwood series in artificial intelligence). Chichester: Ellis Horwood / John
Wiley, 1985.

MEYER, David E and SCHVANEVELDT, Roger W (1971). “Facilitation in recognizing pairs
of words: Evidence of a dependence between retrieval operations.” Journal of exper-
imental psychology, 90(2), October 1971, 227-234.

MILLER, George Armitage (1956). “The magical number seven, plus or minus two: Some
limits on our capacity for processing information.” Psychological review, 63(2), March
1956, 81-97.

MILNE, Robert William (1980). “Parsing against lexical ambiguity.” [1] COLING-80: Pro-
ceedings of the 8th International Conference on Computational Linguistics, Tokyo,
September 1980. 350-353. [2] Research paper 144, Department of Artificial Intelli-
gence, University of Edinburgh, 1980.

MILNE, Robert William (1982a). “An explanation for minimal attachment and right associ-
ation.” Proceedings of the National Conference on Artificial Intelligence, Pittsburgh,
August 1982. 88-90.

MILNE, Robert William (1982b). “Predicting garden path sentences.” Cognitive science,
6(4), October—December 1982, 349-373.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References MILNE ¢ ORTONY 241

MILNE, Robert William (1986). “Resolving lexical ambiguity in a deterministic parser.”
Computational linguistics, 12(1), January—March 1986, 1-12.

MoHANTY, Ajit K (1983). “Perceptual complexity of lexical, surface structure, and deep
structure types of ambiguous sentences and change in heart rate.” Journal of psy-
cholinguistic research, 12(3), May 1983, 339-352.

MONTAGUE, Richard (1973). “The proper treatment of quantification in ordinary English.”
[1] In HINTIKK A, Kaarlo Jaakko Juhani; MORAVCSIK, Julius Matthew Emil and SUPPES,
Patrick Colonel (editors). Approaches to natural language: Proceedings of the 1970
Stanford workshop on grammar and semantics. Dordrecht; D. Reidel, 1973. 221-242.
[2] In THOMASON, Richmond Hunt (editor). Formal philosophy: Selected papers of
Richard Montague. New Haven: Yale University Press, 1974. 247-270.

MOORE, Robert Carter (1981). “Problems in logical form.” [1] Proceedings, 19th Annual
Meeting of the Association for Computational Linguistics, Stanford, July 1981. 117-
124. [2] Technical note 241, Artificial Intelligence Center, SRI International, April
1981. [3] In Grosz, Sparck Jones, and Webber 1986, 285-292.

MORTON, John (1969). “Interaction of information in word recognition.” Psychological
review, 76(2), March 1969, 165-178.

NasH, David (1980). Topics in Waripiri grammar. Doctoral dissertation, Massachusetts
Institute of Technology, 1980.

NATHAN, Ruth (1984). “The effects of semantic and syntactic context on ongoing word
recognition: A test of the interactive—compensatory model.” MS, 1984.

NEWMAN, Jean E and DELL, Gary S (1978). “The phonological nature of phoneme moni-
toring: A critique of some ambiguity studies.” Journal of verbal learning and verbal
behavior, 17(3), June 1978, 359-374.

NIDA, Eugene Albert (1975). Componential analysis of meaning: An introduction to se-
mantic structures (Approaches to semiotics 57). The Hague: Mouton, 1975.

NISHIDA, Toyoaki (1983). Studies on the application of formal semantics to English-Japan-
ese machine translation. Doctoral dissertation, Department of Information Science,
Faculty of Engineering, Kyoto University, October 1983.

NIsHIDA, Toyoaki (1985). “The application of Montague semantics to natural language
processing.” MS, 9 February 1985.

ODEN, Gregg C (1978). “Semantic constraints and judged preferences for interpretations
of ambiguous sentences.” Memory and cognition, 6(1), January 1978, 26-37.

ODEN, Gregg C and SPIRA, James L (1983). “Influence of context on the actuation and
selection of word senses.” Quarterly journal of experimental psychology, Section A:
Human experimental psychology. 35A(1), February 1983, 51-64.

OH, Choon-Kyu and DINNEEN, David A (editors) (1979). Syntax and semantics 11: Pre-
supposition. New York: Academic Press, 1979.

ONIFER, William and SWINNEY, David A (1981). “Accessing lexical ambiguities during sen-
tence comprehension: Effects of frequency of meaning and contextual bias.” Memory
and cognition, 9(3), May 1981, 225-236.

ORTONY, Andrew; SCHALLERT, Diane L; REYNOLDS, Ralph E and ANTOS, Stephen J (1978).
“Interpreting metaphors: Some effects of context on comprehension.” [1] Journal of
verbal learning and verbal behavior, 17(4), August 1978, 465-477. [2] Technical re-
port 93, Center for the Study of Reading, University of Illinois at Urbana-Champaign,

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

242 PANMAN s PUTNAM References

July 1978.

PANMAN, Otto (1982). “Homonymy and polysemy.” Lingua, 58(1-2), September—October
1982, 105-136.

PARTEE, Barbara Hall (1973). “Some transformational extensions of Montague grammar.”
[1]1 Journal of philosophical logic, 2, 1973, 509-534. {2] In Partee 1976, 51-76.
PARTEE, Barbara Hall (1975). “Montague grammar and transformational grammar.” Lin-

guistic inquiry, 6(2), Spring 1975, 203-300.

PARTEE, Barbara Hall (editor) (1976). Montague grammar. New York: Academic Press,
1976.

PazzaNI, Michael K and ENGELMAN, Carl (1983). “Knowledge based question answering.”
Proceedings, Conference on Applied Natural Language Processing, Santa Monica,
February 1983. 73-80.

PERICLIEV, Vladimir (1984). “Handling syntactical ambiguity in machine translation.” Pro-
ceedings, 10th International Conference on Computational Linguistics (COLING-84),
Stanford, July 1984. 521-524.

PERRAULT, Charles Raymond and ALLEN, James Frederick (1980). “A plan-based analysis
of indirect speech acts.” American journal of computational linguistics, 6(3—4), July—
December 1980, 167-182.

PHILLIPS, Brian (1975). Topic analysis. Doctoral dissertation, Department of Computer
Science, State University of New York at Buffalo, 1975.

PHILLIPS, Brian (1983). “An object-oriented parser for text understanding.” Proceedings
of the 8th International Joint Conference on Artificial Intelligence, Karlsruhe, August
1983, 690-692.

PHILLIPS, Brian and HENDLER, James Alexander (1982). “A message-passing control struc-
ture for text understanding.” In HORECKY, Jan (editor). COLING 82: Proceedings
of the Ninth International Conference on Computational Linguistics, Prague, July 5—
10, 1982 (North-Holland Linguistic Series 47). Amsterdam: North-Holland, 1982.
307-312.

PLANTINGA, Edwin Peter Owen (1986). “Who decides what metaphors mean?” Pre-pro-
ceedings of the Conference on Computers and the Humanities: Today's research, to-
morrow’s teaching, Toronto, April 1986.

POLLACK, Jordan B and WALTZ, David Leigh (1982). “Natural language processing using
spreading activation and lateral inhibition.” Proceedings, Fourth Annual Conference
of the Cognitive Science Society, Ann Arbor, MI, August 1982. 50-53.

PorPOWICH, Fred (1984). “SAUMER: Sentence analysis using metarules.” Technical report
LCCR 84-2 / CMPT 84-10, Laboratory for Computer and Communications Research,
Simon Fraser University, 23 August 1984.

POSTMAN, Leo and KEPPEL, Geoffrey (editors) (1970). Norms of word association. New
York: Academic Press, 1970.

PUTNAM, Hilary (1970). “Is semantics possible?” [1] In MUNITZ, M K and KIEFER, H K
(editors). Contemporary philosophical thought: The International Philosophy Year
conferences at Brockport. Volume 1: Language, belief and metaphysics. Albany:
State University of New York Press, 1970. 50-63. [2] In MARGOLIS, J (editor). An
introduction to philosophical enquiry (second edition). New York: Knopf, 1978. 462
473.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References QUILLIAN ¢ RIESBECK 243

QUILLIAN, M Ross (1962). “A revised design for an understanding machine.” Mechanical
translation, 7(1), July 1962, 17-29.

QUILLIAN, M Ross (1967). “Word concepts: A theory and simulation of some basic se-
mantic capabilities.” [1] Behavioral science, 12, 1967, 410-430. [2] In Brachman and
Levesque 1985, 97-118.

QUILLIAN, M Ross (1968). “Semantic memory.” [1] In MINSKY, Marvin Lee (editor). Se-
mantic information processing. Cambridge, MA: The MIT Press, 1968. 227-270.
[2] Doctoral dissertation, Carnegie Institute of Technology [Carnegie—Mellon Univer-
sity}, October 1966. Published as report 2, project 8668, Bolt, Beranek and Newman
Inc., October 1966.

QUILLIAN, M Ross (1969). “The teachable language comprehender: A simulation program
and theory of language.” Communications of the ACM, 12(8), August 1969, 459-476.

QUIRK, Randoiph; GREENBAUM, Sidney; LEECH, Geoffrey and SVARTVIK, Jan (1972). A
grammar of contemporary English. London: Longman, 1972 [corrected 8th impres-
sion, 1979]. '

RAKOWSKY, Amy Bonnie (1985). “Processing of dual idiomatic meanings.” Brown Uni-
versity Working Papers in Linguistics, 5, June 1985, 134—-146.

RAPAPORT, William J (1985). “Meinongian semantics for propositional semantic networks.”
Proceedings, 23rd Annual Meeting of the Association for Computational Linguistics,
Chicago, July 1985. 43-48.

RASKIN, Victor (1985). Semantic mechanisms of humor (Synthese language library 24).
Dordrecht: D. Reidel, 1985.

RAYNER, Keith; CARLSON, Marcia and FRAZIER, Lyn (1983). “The interaction of syntax and
semantics during sentence processing: Eye movements in the analysis of semantically
biased sentences.” Journal of verbal learning and verbal behavior, 22(3), June 1983,
358-374.

REDER, Lynne M (1983). “What kind of pitcher can a catcher fill? Effects of priming
in sentence comprehension.” Journal of verbal learning and verbal behavior, 22(2),
April 1983, 189-202.

REIMOLD, Peter Michael (1976). An integrated system of perceptual strategies: Syntactic
and semantic interpretation of English sentences. Doctoral dissertation, Columbia
University, 1976.

RICHENS, R H (1958). “Interlingual machine translation.” Computer journal, 1(3), October
1958, 144-147.

RIESBECK, Christopher Kevin (1974). Computational understanding: Analysis of sentences
and context. Doctoral dissertation [available as memo AIM-238 Artificial Intelligence
Laboratory (= report STAN-CS-74-437)], Computer Science Department, Stanford
University, May 1974.

RIESBECK, Christopher Kevin (1975). “Conceptual analysis.” In Schank 1975, 83-156.

RIESBECK, Christopher Kevin and SCHANK, Roger Carl (1978). “Comprehension by com-
puter: Expectation-based analysis of sentences in context.” [1] In LEVELT, Willem J
M and FLORES D’ ARCAIS, Giovanni B (editors). Studies in the perception of language.
New York: John Wiley, 1978. [2] Research report 78, Department of Computer Sci-
ence, Yale University, October 1976.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

244  RINGLE e SCHUBERT References

RINGLE, Martin H (1983). “Psychological studies and artificial intelligence.” The Al Mag-
azine, 4(1), Winter/Spring 1983, 3743.

Rips, Lance J; SHOBEN, Edward J and SMITH, Edward E (1973). “Semantic distance and
the verification of semantic relations.” Journal of verbal learning and verbal behavior,
12(1), February 1973, 1-20.

RITCHIE, Graeme Donald (1980). Computational grammar: An artificial intelligence ap-
proach to linguistic description (Harvester studies in cognitive science 15). Brighton:
Harvester; Towata, NJ: Barnes and Noble, 1980.

ROSENSCHEIN, Stanley Joshua and SHIEBER, Stuart M (1982). “Translating English into log-
ical form.” Proceedings, 20th Annual Meeting of the Association for Computational
Linguistics, Toronto, June 1982. 1-8.

RUSSELL, Sylvia Weber (1976). “Computer understanding of metaphorically used verbs.”
American journal of computational linguistics, 1976: 2, microfiche 44,

RYDER, Joan and WALKER, Edward C T (1982). “Two mechanisms of lexical ambiguity.”
In Mehler, Walker, and Garrett 1982, 134-149.

SAMPSON, Geoffrey R (1983). “Deterministic parsing.” In King 1983, 91-116.

SAPIR, Edward (1921). Language: An introduction to the study of speech. New York:
Harcourt, Brace, and World, 1921.

SCHANK, Roger Carl (1973). “Identification of conceptualizations underlying natural lan-
guage.” In Schank and Colby 1973, 187-247.

ScHANK, Roger Carl (editor) (1975). Conceptual information processing (Fundamental
studies in computer science 3). Amsterdam: North-Holland, 1975.

SCHANK, Roger Carl (1982a). “Reminding and memory organization: An introduction to
MOPs.” [1] In Lehnert and Ringle 1982, 455-494. [2] Research Report 170, Depart-
ment of Computer Science, Yale University, New Haven, CT, December 1979.

ScHANK, Roger Carl (1982b). Dynamic memory: A theory of reminding and learning in
people and computers. Cambridge University Press, 1982,

SCHANK, Roger Carl and ABELSON, Robert Paul (1977). Scripts, plans, goals and under-
standing: An enquiry into human knowledge structures. Hillsdale, NJ: Lawrence Erl-
baum Associates, 1977.

SCHANK, Roger Carl and BIRNBAUM, Lawrence (1980). “Meaning, memory, and syntax.”
[1] Research report 189, Department of Computer Science, Yale University, 1980. [2}
in Bever, Carroll, and Miller 1984, 209-251.

SCHANK, Roger Carl and CoLBY, Kenneth Mark (editors) (1973). Computer models of
thought and language. San Francisco: W H Freeman and Company, 1973.

SCHANK, Roger Carl; GOLDMAN, Neil Murray; RIEGER, Charles J, Il and RIESBECK, Christo-
pher Kevin (1975). “Inference and paraphrase by computer.” Journal of the Associa-
tion for Computing Machinery, 22(3), July 1975, 309-328.

SCHANK, Roger Carl and THE YALE Al PROJECT (1975). “SAM—A story understander.”
Research report 43, Department of Computer Science, Yale University, August 1975.

SCHUBERT, Lenhart K and PELLETIER, Francis Jeffry (1982). “From English to logic: Context-
free computation of ‘conventional’ logical translation.” [1] American journal of com-
putational linguistics, 8(1), January—March 1982, 26-44. (2] In Grosz, Sparck Jones,
and Webber 1986, 293-312.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References SEARLE ¢ SMALL 245

SEARLE, John R (1969). Speech acts: An essay in the philosophy of language. Cambridge
University Press, 1969.

SEIDENBERG, Mark S and TANENHAUS, Michael K (1980). “Chronometric studies of lexi-
cal ambiguity resolution.” Proceedings, 18th Annual Meeting of the Association for
Computational Linguistics, Philadelphia, June 1980. 155-158.

SEIDENBERG, Mark S; TANENHAUS, Michael K; LEIMAN, James Mehner and BIENKOWSKI,
Marie A (1982). “Automatic access of the meanings of ambiguous words in context:
Some limitations of knowledge-based processing.” [1] Cognitive psychology, 14(4),
October 1982, 489-537. [2] Technical report 240, Center for the Study of Reading,
University of Illinois at Urbana-Champaign, April 1982.

SELMAN, Bart (1985). Rule-based processing in a connectionist system for natural lan-
guage understanding. [1] MSc thesis, Department of Computer Science, University
of Toronto, January 1985. [2] Technical report 168, Computer Systems Research In-
stitute, University of Toronto, April 1985.

SELMAN, Bart and HIRST, Graeme (1985). “A rule-based connectionist parsing system.”
Proceedings of the Seventh Annual Conference of the Cognitive Science Society, Irvine,
CA, August 1985. 212-221.

SELMAN, Bart and HIRST, Graeme (1987). “Parsing as an energy minimization problem.” In
Davis, David (editor). Genetic algorithms and simulated annealing (Research notes
in artificial intelligence), Pitman, 1987.

SHALLICE, Tim; WARRINGTON, Elizabeth K and MCCARTHY, Rosaleen (1983). “Reading
without semantics.” Quarterly journal of experimental psychology, Section A: Human
experimental psychology, 35A(1), February 1983, 111-138.

SHIEBER, Stuart M (1983). “Sentence disambiguation by a shift-reduce parsing technique.”
[1] Proceedings, 21st Annual Meeting of the Association for Computational Linguis-
tics, Cambridge, MA, June 1983. 113-118. {2] Technical note 281, Artificial Intelli-
gence Center, SRI International, 1983. [3] Proceedings of the 8th International Joint
Conference on Artificial Intelligence, Karlsruhe, August 1983. 699-703.

SIMMONS, Robert F and BURGER, John F (1968). “A semantic analyzer for English.” Me-
chanical translation, 11(1-2), March-June 1968, 1-13.

SiMPSON, Greg B (1981). “Meaning dominance and semantic context in the processing of
lexical ambiguity.” Journal of verbal learning and verbal behavior, 20(1), February
1981, 120-136.

SiMPSON, Greg B (1984). “Lexical ambiguity and its role in models of word recognition.”
Psychological bulletin, 96(2), 1984, 316-340.

SiMPSON, Greg B and BURGESS, Curt (1985). “Activation and selection processes in the
recognition of ambiguous words.” Journal of experimental psychology: Human per-
ception and performance, 11(1), 1985, 28-39.

SMALL, Steven Lawrence (1980). Word expert parsing: A theory of distributed word-based
natural language understanding. Doctoral dissertation [available as technical report
954], Department of Computer Science, University of Maryland, September 1980.

SMALL, Steven Lawrence (1983). “Parsing as cooperative distributed inference: Under-
standing through memory interactions.” In King 1983, 247-275.

SMALL, Steven Lawrence and RIEGER, Charles J, III (1982). “Parsing and comprehending
with word experts (a theory and its realization).” In Lehnert and Ringle 1982, 89-147.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

246 SMALL e STANOVICH References

SMALL, Steven Lawrence; COTTRELL, Garrison Weeks and SHASTRI, Lokendra (1982). “To-
ward connectionist parsing.” Proceedings of the National Conference on Artificial
Intelligence, Pittsburgh, August 1982. 247-250.

SMITH, Brian Cantwell (1979). “Intensionality in computational contexts.” MS, Artificial
Intelligence Laboratory, Massachusetts Institute of Technology, Cambridge, MA, De-
cember 1979.

SMITH, Edward E; SHOBEN, Edward J and Rips, Lance J (1974). “Structure and process in
semantic memory: A featural model for semantic decisions.” Psychological review,
81(3), May 1974, 214-241.

SMOLENSKY, Paul (1983). “Schema selection and stochastic inference in modular environ-
ments.” Proceedings of the National Conference on Artificial Intelligence, Washing-
ton, August 1983. 378-382.

SoMERS, Harry L (1983). “The use of verb features in arriving at a ‘meaning representa-
tion’.” Linguistics, 20(3/4), 237-265.

SOMERS, Harry L (1984). “On the validity of the complement-adjunct distinction in valency
grammar.” Linguistics, 22, 507-530.

SONDHEIMER, Norman K; WEISCHEDEL, Ralph M and BoBROW, Robert J (1984). “Semantic
interpretation using KL-ONE.” Proceedings, 10th International Conference on Com-
putational Linguistics (COLING-84), Stanford, July 1984. 101-107.

Sowa,John F (1984). Conceptual structures: Information processing in mind and machine.
Reading, MA: Addison-Wesley, 1984.

Sowa, John F (1985). “Using a lexicon of canonical graphs in a conceptual parser.” MS,
1985.

SPARCK JONES, Karen and WILKS, Yorick Alexander (editors) (1982). [1] Automatic natu-
ral language parsing: Proceedings of a workshop. Memorandum 10, Cognitive Stud-
ies Centre, University of Essex, June 1982. [2] Automatic natural language parsing.
Chichester: Ellis Horwood / John Wiley, 1983.

STANOVICH, Keith E (1980). “Toward an interactive-compensatory model of individual
differences in the development of reading fluency.” Reading research quarterly, 16(1),
1980, 32-71.

STANOVICH, Keith E (1984). “The interactive-compensatory model of reading: A conflu-
ence of developmental, experimental, and educational psychology.” Remedial and
special education, 5(3), May—June 1984, 11-19.

STANOVICH, Keith E and WEST, Richard F (1983a). “The generalizability of context effects
on word recognition: A reconsideration of the roles of parafoveal priming and sentence
context.” Memory and cognition, 11(1), 1983, 49-58.

STANOVICH, Keith E and WEST, Richard F (1983b). “On priming by a sentence context.”
Journal of experimental psychology: General, 112(1), March 1983, 1-36.

STANOVICH, Keith E; CUNNINGHAM, Anne E and FEEMAN, Dorothy J (1984). “Relation
between early reading acquisition and word decoding with and without context: A
longitudinal study of first-grade children.” Journal of educational psychology, 76(4),
1984, 668-677.

STANOVICH, Keith E; WEST, Richard F and FEEMAN, Dorothy J (1981). “A longitudinal
study of sentence context effects in second-grade children: Tests of an interactive—
compensatory model.” Journal of experimental child psychology, 32, 1981, 185-199.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References STEEDMAN ¢ TOMITA 247

STEEDMAN, Mark (1982). “Natural and unnatural language processing.” In Sparck Jones
and Wilks 1982, 132-140.

STEINACKER, Ingeborg and TROST, Harald (1983). “Structural relations—A case against
case.” Proceedings of the 8th International Joint Conference on Artificial Intelligence,
Karlsruhe, August 1983. 627-629.

STOWE, Laurie A (1984). Models of gap-location in the human language processor. Doc-
toral dissertation, University of Wisconsin—-Madison, 1984. Bloomington, Indiana:
Indiana University Linguistics Club.

STRUNK, William, Jr and WHITE, Elwyn Brooks (1979). The elements of style (third edition).
New York: Macmillan, 1979.

SWINNEY, David A (1979). “Lexical access during sentence comprehension: (Re)Con-
sideration of context effects.” Journal of verbal learning and verbal behavior, 18(6),
December 1979, 645-659.

SWINNEY, David A (1982). “The structure and time-course of information interaction during
speech comprehension: Lexical segmentation, access, and interpretation.” In Mehler,
Walker, and Garrett 1982, 151-167.

SWINNEY, David A and HAKES, David T (1976). “Effects of prior context upon lexical ac-
cess during sentence comprehension.” Journal of verbal learning and verbal behavior,
15(6), December 1976, 681-689.

TAHA, Abdul Karim (1983). “Types of syntactic ambiguity in English.” IRAL: Interna-
tional review of applied linguistics in language teaching, 21(4), November 1983, 251—
266.

TAIT, John I (1982). “Semantic parsing and syntactic constraints.” [1] In Boguraev et a/
1982, 15-22. [2] Revised version in Sparck Jones and Wilks 1982, 169-177.

TANENHAUS, Michael K and DONNENWERTH-NOLAN, Suzanne (1984). “Syntactic context
and lexical access.” Cognitive Science technical report URCS-17, Department of Psy-
chology, University of Rochester, May 1984,

TANENHAUS, Michael K; LEIMAN, James Mehner and SEIDENBERG, Mark S (1979). “Evi-
dence for multiple stages in the processing of ambiguous words in syntactic contexts.”
Journal of verbal learning and verbal behavior, 18(4), August 1979, 427-440.

TANENHAUS, Michael K; STOWE, Laurie A and CARLSON, Greg (1985). “The interaction of
lexical expectation and pragmatics in parsing filler—gap constructions.” Proceedings
of the Seventh Annual Conference of the Cognitive Science Society, Irvine, CA, August
1985. 361-365.

TARNAWSKY, George Orest (1982). Knowledge semantics. Doctoral dissertation, Depart-
ment of Linguistics, New York University, 1982.

TAYLOR, Brock Harold (1975). A case-driven parser. MSc thesis, Department of Computer
Science, University of British Columbia, May 1975.

TAYLOR, Brock Harold and ROSENBERG, Richard Stuart (1975). “A case-driven parser for
natural language.” [1] American journal of computational linguistics, 1975:4, mi-
crofiche 31. [2] Technical report 75-5, Department of Computer Science, University
of British Columbia, October 1975.

ToMITA, Masaru (1984). “Disambiguating grammatically ambiguous sentences by asking.”
Proceedings, 10th International Conference on Computational Linguistics (COLING-
84), Stanford, July 1984, 476-480.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

248 TYLER e WEST References

TYLER, Lorraine Komisarjevsky and MARSLEN-WILSON, William D (1982). “Speech com-
prehension processes.” In Mehler, Walker, and Garrett 1982, 169-184.

UNDERWOOD, Geoffrey (1981). “Lexical recognition of embedded unattended words: Some
implications for reading processes.” Acta psychologica, 47, 1981, 267-283.

VAN BAKEL, Jan (1984). Automatic semantic interpretation: A computer model of under-
standing natural language. Dordrecht: Foris Publications, 1984,

WALES, Roger J and TONER, Hugh (1979). “Intonation and ambiguity.” In Cooper and
Walker 1979, 135-158.

WALPOLE, Ronald E (1974). Introduction to statistics (2nd edition). New York: Macmillan,
1974.

WaLTz, David Leigh (1978). “On the interdependence of language and perception.” Pro-
ceedings, TINLAP-2: [Second interdisciplinary workshop on] Theoretical issues in
natural language processing, Urbana, IL, July 1978. 149-156. [These proceedings
were reprinted in: American journal of computational linguistics, 1978: 3, microfiche
78-80.]

WALTZ, David Leigh (1982). “Event shape diagrams.” Proceedings of the National Con-
ference on Artificial Intelligence, Pittsburgh, August 1982. 84-87.

WaLTz, David Leigh and POLLACK, Jordan B (1985). “Massively parallel parsing: A
strongly interactive model of natural language interpretation.” Cognitive science , 9(1),
January—March 1985, 51-74.

WANNER, Eric (1980). “The ATN and the Sausage Machine: Which one is baloney?” Cog-
nition, 8(2), June 1980, 209-225.

WARREN, Beatrice (1978). Semantic patterns of noun-noun compounds (Gothenburg stud-
ies in English 41). Goteborg, Sweden: Acta Universitatis Gothoburgensis, 1978.

WARREN, David Scott (1983). “Using A-calculus to represent meanings in logic grammars.”
[1] Technical report 83/045, Department of Computer Science, State University of
New York at Stony Brook, January 1983. [2] Proceedings, 21st Annual Meeting of the
Association for Computational Linguistics, Cambridge, MA, June 1983. 51-56.

WARREN, David Scott (1985). “Using Montague semantics in natural language understand-
ing.” Proceedings, Workshop on theoretical approaches to natural language under-
standing, Halifax, May 1985.

WEBSTER (1983). Webster's ninth new collegiate dictionary. Springfield, MA: G. & C.
Merriam Company, 1983.

WEISCHEDEL, Ralph M (1979). “A new semantic computation while parsing: Presuppo-
sition and entailment.” [1] In Oh and Dinneen 1979, 155-182. 2] In Grosz, Sparck
Jones, and Webber 1986, 313-326.

WEISCHEDEL, Ralph M (1983). “Mapping between semantic representations using Horn
clauses.” Proceedings of the National Conference on Artificial Intelligence, Washing-
ton, August 1983. 424-428.

WEST, Richard F and STaANOVICH, Keith E (1978). “Automatic contextual facilitation in
readers of three ages.” Child development, 49, 1978, 717-727.

WEST, Richard F; StanovicH, Keith E; FEEMAN, Dorothy Jand CUNNINGHAM, Anne E
(1983). “The effect of sentence context on word recognition in second- and sixth-
grade children.” Reading research quarterly, 19(1), Fall 1983, 6-15.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

References WHITLEY « WINOGRAD 249

WHITLEY, M Stanley (1983). “Hopefully: A shibboleth in the English adverb system.”
American speech, 58(2), Summer 1983, 126-149.

WILENSKY, Robert and ARENS, Yigal (1980a). “PHRAN: A knowledge-based approach to
natural language analysis.” Memo UCB/ERL M80/34, Electronics Research Labora-
tory, University of California, Berkeley, 12 August 1980.

WILENSKY, Robert and ARENS, Yigal (1980b). “PHRAN: A knowledge-based natural lan-
guage understander.” Proceedings, 18th Annual Meeting of the Association for Com-
putational Linguistics, Philadelphia, June 1980. 117-121.

WILKS, Yorick Alexander (1968). “On-line semantic analysis of English texts.” Mechanical
translation, 11(3—4), September—December 1968, 59-72.

WILKS, Yorick Alexander (1973). “An artificial intelligence approach to machine transla-
tion.” In Schank and Colby 1973, 114-151.

WILKS, Yorick Alexander (1975a). “Primitives and words.” Proceedings, [Interdisciplinary
workshop on] Theoretical issues in natural language processing, Cambridge, MA,
June 1975. 42-45.

WILKS, Yorick Alexander (1975b). “Preference semantics.” [1] In KEENAN, Edward Louis,
I (editor). Formal semantics of natural language. Cambridge University Press, 1975.
329-348. (2] Memo AIM-206, Artificial Intelligence Laboratory (= Report CS-377,
Computer Science Department), Stanford University, July 1973.

WILKS, Yorick Alexander (1975¢). “An intelligent analyzer and understander of English.”
[1]1 Communications of the ACM, 18(5), May 1975, 264-274. [2] In Grosz, Sparck
Jones, and Webber 1986, 193-204.

WILKS, Yorick Alexander (1975d). “A preferential, pattern-seeking semantics for natural
language inference.” Artificial Intelligence, 6, 1975, 53-74.

WILKS, Yorick Alexander (1975¢). “Methodology in Al and natural language understand-
ing.” Proceedings, [Interdisciplinary workshop on] Theoretical issues in natural lan-
guage processing, Cambridge, MA, June 1975. 144-147.

WILKS, Yorick Alexander (1977). “Making preferences more active.” [1] Artificial intel-
ligence, 11(3), December 1978, 197-223. [2] In FINDLER, Nicholas V (editor). As-
sociative networks: Representation and use of knowledge by computers. New York,
Academic Press, 1979. 239-266. [3] An early version appears as Research report 32,
Department of Artificial Intelligence, University of Edinburgh. April 1977. Reprinted
as Research paper 131. 1980. [4] A shorter version appears as “Knowledge structures
and language boundaries.” Proceedings of the 5th International Joint Conference on
Artificial Intelligence, Cambridge, MA, August 1977, 151-157.

WILKS, Yorick Alexander (1982a). “Some thoughts on procedural semantics.” [1] In Lehn-
ert and Ringle 1982, 494-516. [2] Technical report CSCM-1, Cognitive Studies Cen-
tre, University of Essex, Wivenhoe Park, Colchester, November 1980.

WILKS, Yorick Alexander (1982b). “Does anyone really still believe this kind of thing?” In
Sparck Jones and Wilks 1982, 182-189.

WiLks, Yorick Alexander; HUANG, Xiuming and FASS, Dan (1985). “Syntax, preference
and right attachment.” Proceedings of the 9th International Joint Conference on Arti-
ficial Intelligence, Los Angeles, August 1985, 779-784.

WINOGRAD, Terry Allen (1970). “Procedures as a representation for data in a computer
program for understanding natural language.” [1] Doctoral dissertation, Department of
Mathematics, Massachusetts Institute of Technology, 21 August 1970. [2] Technical

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core

250 WINOGRAD e ZADEH References

report 17, Artificial Intelligence Laboratory, Massachusetts Institute of Technology,
February 1971.

WINOGRAD, Terry Allen (1972). [1] “Understanding natural language.” Cognitive psychol-
ogy, 3(1), 1972, 1-191. [2] Understanding natural language. New York: Academic
Press. 1972.

WINOGRAD, Terry Allen (1976). “Towards a procedural understanding of semantics.” [1]
Memo 292, Artificial Intelligence Laboratory, Stanford University, November 1976.
[2] Revue internationale de philosophie, number 117-118, 1976, 260-303.

WINOGRAD, Terry Allen (1984). “Moving the semantic fulcrum.” [1] Technical report
CSLI-84-17, Center for the Study of Language and Information, Stanford University,
December 1984. (2] Linguistics and philosophy, 8(1), February 1985, 91-104.

WINSTON, Patrick Henry (1978). “Learning by creating and justifying transfer frames.”
Artificial intelligence, 10(2), April 1978, 147-172.

WONG, Douglas (1981a). “Language comprehension in a problem solver.” Proceedings
of the 7th International Joint Conference on Artificial Intelligence, Vancouver, 24-28
August 1981, 7-12.

WONG, Douglas (1981b). On the unification of language comprehension with problem solv-
ing. Doctoral dissertation [available as technical report CS-78], Department of Com-
puter Science, Brown University, 1981.

Woobs, William Aaron (1967). Semantics for a question-answering system. [1] Doctoral
dissertation, Harvard University, August 1967. [2] Reprinted as a volume in the series
Outstanding dissertations in the Computer Sciences. New York: Garland Publishing,
1979.

Woobs, William Aaron (1968). “Procedural semantics for a question-answering machine.”
AFIPS conference proceedings, 33 (Fall Joint Computer Conference), 1968, 457—471.

Woobs, William Aaron (1970). “Transition network grammars for natural language anal-
ysis.” Communications of the ACM, 13(10), October 1970, 591-606.

Woobs, William Aaron (1975). “What’s in a link: foundations for semantic networks.”
[1] In BoBrROW, Daniel Gureasko and COLLINS, Allan M (editors). Representation
and understanding: Studies in cognitive science. New York: Academic Press, 1975.
35-82. [2] In Brachman and Levesque 1985, 217-241.

Woobs, William Aaron (1981). “Procedural semantics as a theory of meaning.” In Joshi,
Webber, and Sag 1981, 300-334.

Woobs, William Aaron; KAPLAN, Ronald M and NASH-WEBBER, Bonnie Lynn (1972).
“The Lunar Sciences Natural Language Information System: Final report.” Report
2378, Bolt, Beranek and Newman, Inc., Cambridge, MA, 15 June 1972.

YATES, Jack (1978). “Priming dominant and unusual senses of ambiguous words.” Memory
and cognition, 6(6), November 1978, 636-643.

ZADEH, Lotfi A (1983). “Commonsense knowledge representation based on fuzzy logic.”
Computer, 16(10), October 1983, 61-65.

Downloaded from https://www.cambridge.org/core. University of Toronto, on 12 Oct 2018 at 13:30:53, subject to the Cambridge Core terms of

use, available at https://www.caCambeidgec.Beoksn@nline/QLambridge, University RBressp2009


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511554346.012
https://www.cambridge.org/core



