
Chapter 7 

THE LAST CHAPTER 

This c h a p t e r  is a mi sce l l any .  In the  f i rs t  t h r e e  sec t ions ,  I d i s cus s  s o m e  r e s i d u a l  
po in t s  and  i s sues  r a i sed  by  the  p rev ious  c h a p t e r s .  I t h e n  Iist some  of t he  
i n t e r e s t i n g  p r o b l e m s  t h a t  r e m a i n ,  and  c o n c l u d e  with some  a p p r o p r i a t e  
r e m a r k s .  

7.1. Anaphora in spoken language 

In s p o k e n  English,  vocal  s t r e s s  c a n  be  u s e d  to  c h a n g e  the  i n t e n d e d  r e f e r e n t  of 
a n  anaphor .  For  example ,  in th i s  s e n t e n c e  (with n o r m a l  s t ress )  Ross gives 
Daryel b o t h  the  m e a s l e s  and  the  m u m p s :  

(7-1) Ross gave Daryel  the  meas les ,  and  t h e n  h__e_e gave h i m  the  m u m p s .  

However, when  the  a n a p h o r s  a re  s t r e s s e d  the  m e a n i n g  is r e v e r s e d  so t h a t  Ross 
gets  the  m u m p s :  

(7-2) Ross gave Daryel  the  meas les ,  and  t h e n  ~ gave HIM the  m u m p s .  

In effect the stress indicates that the referent of the anaphor is not the one you 
would normally choose but rather the next choice. 

The principle may explain why (2-52) I works. If owe ¢ were unstressed, 2 it 
would clearly albeit nonsensically refer to father. The stress indicates that a 
different referent must be found, and the only place another referent can be 
found is "'inside" the anaphorie island fcLth~r. 

For more discussion of the relationship between anaphora and intonation, 
see Akmajian and Jackendoff (1970) and Akmajian (1973). 

1(2-52) Ross is already a father THREE TIMES OVER, but Clive hasn't even had ONE ~b yet. 

2Note here the interesting concept of stressing an ellipsis. 
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7.2. Anaphora in computer language generation 

7.2. I. Introduction 

Although much effort has been expended towards the understanding of natural 
language by computer, relatively little work has been done on the converse 
problem of generating a surface text from some internal meaning representa- 
tion. Such generation is however necessary, for example in machine transla- 
tion systems that use a language-independent intermediate representation. 

Among the many unresolved issues in language generation is how best to 
describe an entity, and to what extent, including anaphorization, the descrip- 
tion may be abbreviated. For example, consider (7-3) and (7-4) (based on an 
example from McDonald (1978b:69)), which are intended to convey the same 
message: 

(7-3) 

(7-4) 

Because of the Sangrail crisis, Ross asked Daryel to cancel his meet- 
ing with the Lesotho delegation. 

Because of the hullabaloo resulting from the theft of the Sangrail, 
Ross asked Daryel to cancel Ross's meeting with some people from 
Lesotho who had been going to inspect our taxidermy research sec- 
tion. 

The difference between these texts is that the first is designed for an audience 
familiar with the people and basic issues involved, while the second is not. The 
first might be spoken to a co-worker, the second to a stranger met a cocktail 
party. In each case, different descriptions are chosen for some entities, and 
(7-4) avoids a pronoun which is ambiguous without knowledge of the people 
involved, in this case that Daryel is Ross's secretary who schedules his boss's 
activities. 

In its most general form, description formation is an extremely difficult 
task, requiring the speaker to have a detailed model of the listener. In prac- 
tice, so far, designers of computational systems have not used such a model, 
nor even given much attention to the problem; Goldman's BABEL (Goldman 
1974, 1975', Schank, Goldman, Eieger and Riesbeck 1975), for example, 
apparently had only very primitive heuristics for description and pronominali- 
zation (though Goldman did address other important issues in the word-choice 
problem). Grosz (1978) and 0rtony (1978) discuss some issues in generation of 
descriptions. To my knowledge, the only study of anaphora from the viewpoint 
of computational generation of language is that of David McDonald. The next 
sub-section is a brief description of this work. 

Z2.1 I~t~'oduct ion 
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7.2.2 .  S t r u c t u r a l  c o n s t r a i n t s  on  s u b s e q u e n t  r e f e r e n c e  

McDonald (1978b) addresses the issue of anaphor generation, which is more 
constrained by syntax and sentence structure than the generation of initial 
reference to an entity. He describes how these constraints are used by a com- 
puter program which generates an English sentence from a tree representation 
based on predicate calculus. (For an overview of the program and the 
representation, see McDonald (1978a).) 

The generation process is done in one pass without back-up. (This mirrors 
people's inability to unspeak the earlier words of a sentence as they generate 
the later ones.) When it is necessary to make reference to an element, a list of 
message elements mentioned so far is consulted to see if the present one has 
been previously referenced. If it has, a set of pronominalization heuristics are 
applied. First come quick checks such as whether the element has been pro- 
nominalized before. If these are unable to decide for or against pronominaliza- 
tion, more detailed examination takes place, and the syntactic or structural 
relationship between the present instance and the previous instance, such as 
whether they are in the same simple sentence or not, is computed. 

This relationship is then used by a set of heuristics which determine 
whether there are any nearby "distracting references" which would cause 
ambiguity if pronominalization occurs. Ideally, this requires a model of the 
listener's knowledge; for the present, McDonald's program relies on testing the 
"pronominalizability" of the current element and possible distractors, and 
does not pronominalize if any distraetor scores highest. Pronominalizability is 
measured simply as the weighted count of the number of pronominalization 
heuristics that apply to that element at that point in the text. 

If an element is not rendered as a pronoun, the program must find the sim- 
plest description which will distinguish it from possible distraetors. Often it is 
sufficient to use a definite determiner, the or thai:, with the head noun of a 
descriptive NP. See McDonald (1978b:70-71) for details. 

McDonald hopes to add pragmatic and rhetorical considerations to his pro- 
gram,  This would i nc lude  us ing  the  n o t i o n  of a focus  or t h e m e ,  p r o n o m i n a l i z a -  
t ion  of which would usua l ly  be obl iga tory .  

7.2.3. C o n c l u s i o n  

Research in anaphor generation is lagging behind that in anaphor understand- 
ing, and this is perhaps not surprising. A properly generated anaphor is one 
that may be quickly and easily understood, suggesting that the generator 
needs to consider how its audience will resolve the anaphor. It follows that the 
development of a proper anaphor generation system will require first the 
development of a full anaphor resolution system. 

7.2. 3 Conclus ion  
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7 . 3 .  W e l l = f o r m e d n e s s  j u d g e m e n t s  

A persistent theme that has kept resurfacing throughout this thesis is the 
problem of knowing whether or not a sentence is well-formed. I have com- 
plained about texts alleged to prove points about the English language which 
are probably not English at all (see footnote 8 of Chapter 4), and about feeble 
attempts (my own included) to avoid this problem merely by verifying texts 
with a couple of readily-available informants. 

It seems to me that nothing short of psychological testing is adequate to 
determine the relative well-formedness of a text about which there is even the 
slightest doubt. Language is, after all, a psychological phenomenon, and surely 
no-one in these modern times believes that well-formedness is a binary value 
engraved indelibly on a text and known to every competent speaker of the 
language. ]n fact well-formedness is a matter of degree, and no two people 
speak exactly the sanle language. It follows, therefore, that a well-formedness 
judgement, if meaningful at all, must represent the unbiased consensus of a 
number of speakers of the language. 

Since the demand characteristics (Orne 1962) of informal enquiries will bias 
the results, it is necessary to obtain other people's judgements in a formal 
experiment, well controlled for influences that could bias subjects. This kind of 
experiment is well known in psycholinguistics; one example that we've already 
seen was in determining the causal valence of some verbs (see section 6.6). It 
is often claimed that linguistics is just a branch of psychology. Artificial intelli- 
gence is too. And both linguistics and A] need to use the experimental methods 
of psychology to substantiate their claims about human linguistic behaviour, 
upon which their theories are based. 

What kind of experiment constitutes an adequate test of a sentence's well- 
formedness? I think that a simple speeded binary choice test would do: Sub- 
jects, told that the experiment is to determine'how fast people can tell if a sen- 
tence is grammatical and meaningful, are presented w~th test sentences, inter- 
mixed with distractors, on a display. They have to judge the sentence and 
press a YES or NO key as fast as possible. 3 The proportion of subjects pushing 
the YES button would be a measure of each sentence's well-formedness. 

You will by now be wondering if I really think that such a procedure should 
be carried out for each and every John% ca~z ~-u~% sentence used as an example in 
the literature. After a11, you object, while there are undoubtedly dubious texts 
for which the procedure is necessary, we highly educated and literate research- 
ers are expert at determining what a language community, our own at least, 
will accept. Every time we write a sentence, whether it be an example in a 
l inguis t ic  a r g u m e n t  or  not,  we c h e c k  it  for  w e l l - f o r m e d n e s s ,  wi th  a l m o s t  invar i -  
able  success .  So why s h o u l d n ' t  we t r u s t  our  own j u d g e m e n t s ?  

My r e j o i n d e r  to  th is  is t h a t  d e t e r m i n i n g  t h e  w e l l - f o r m e d n e s s  of a t e x t  in 
s u p p o r t  of a l inguis t ic  a r g u m e n t  is no t  t h e  s a m e  as d e t e r m i n i n g  the  well- 
f o r m e d n e s s  of s e n t e n c e s  u s e d  for  n o r m a l  c o m m u n i c a t i o n .  In t h e  f o r m e r  case ,  
one usual ly  has  t h e  l inguis t ic  a r g u m e n t  f i rs t  and  t h e n  works  b a c k w a r d  t ry ing  to  

3This experimental procedure has been used by several researchers in psycholinguistics. 

7. 3 Wetl- formedness j u d g e m e n t s  
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find a t e x t  wlrfich s u p p o r t s  the  p o i n t  a n d  which c o n t a i n s  no  ob f usc a t i ng  fac tors .  
And t hen ,  as we have seen,  i t  is all too  ea sy  to  c o m e  up with an  i l l - fo rmed  t e x t  
wi thou t  be ing  aware of it, e v e n  if t h a t  t e x t  is as s imple  as, for example ,  (4-9) 4 
Recall, too, t h a t  l ingu i s t s '  i n t u i t i o n s  of we l l - fo rmedness  a re  d i f fe ren t  f rom those  
of n o r m a l  peop le  ( S p e n c e r  1973) and  va ry  a c c o r d i ng  to mood  (Carrol l  a n d  
Bever  t978).  5 Even  if t he  l ingu is t i c  a r g u m e n t  is i n s p i r e d  by  an  u n u s u a l  r ea l -  
world text ,  i t  is well to  ver i fy  t h a t  th i s  t e x t  is no t  u n u s u a l  m e r e l y  by  r e a s o n  of 
be ing  s u b t l y  i l l - formed.  

I do not ,  of course ,  e x p e c t  a new e x p e r i m e n t a l  r igour  to t ake  l ingu i s t i c s  by 
s to rm,  e v e n  t h o u g h  I t h ink  m o s t  peop le  would a g r e e  with m y  a r g u m e n t s ,  for 
m o s t  l ingu i s t s  have n e i t h e r  the  fac i l i t ies  n o r  the  i n c l i n a t i o n  to  s t a r t  p e r f o r m i n g  
e x p e r i m e n t s .  A useful  c o m p r o m i s e  would be a serv ice  to which l ingu i s t s  could  
send  the  key  t ex t s  on which t he i r  a r g u m e n t s  lie for w e l l - f o r me dne s s  t e s t i ng  for 
a m o d e r a t e  fee. 6 7 

Write a f u n c t i o n  TRANSLATE w h i c h  t r a n s l a t e s  the i n p u f  
f r o m  Engl i sh  to a L I S P  f o r m .  

- Alan Ke i th  Mackwor th  8 

7.4 .  R e s e a r c h  p r o b l e m s  

This is the  t r a d i t i o n a l  s u g g e s t i o n s - f o r - f u r t h e r - r e s e a r c h  sec t ion .  In it, I p r e s e n t  
some questions that remain unanswered, tasks that remain undone, exercises 
that the reader may find amusing. For each, the section number(s) in 
parentheses indicate where in this thesis the matter is discussed further. 

The s t u d y  of l a n g u a g e  a n d  r e f e r e n c e :  

• (1.1) Is an  i m p l e m e n t a t i o n  a t h e o r y ?  

• (1.2) How do words d e n o t e  c o n c e p t s ?  

• (1.1) Can we define a ( d o m a i n - i n d e p e n d e n t )  Hab i t ab l e  Engl ish  for d a t a b a s e  
que r i e s?  (Hab i t ab le  Engl ish  is to g r a m m a r ,  s e m a n t i c s  and  p r a g m a t i c s  as 
Basic Engl ish  is to vocabu la ry . )  Is t h e r e  a s imple  fo rmula ,  s i m i l a r  to those  

4(4-9) John left the window and drank the wine on the table. It was brown and round, 

5Moreover, ] have occasionally been surprised by the poor linguistic abilities and/or minimal 
communicative competence of some of A]'s "amateur linguists". 

6World-wide franchises are now available. Contact the author [or details. 

7Nothing in this section is to be construed as belittling the important theoretical aspects of 
lingu/stics. One reader of a draft of this section suggested that just as experimental physics 
needs theoretical physics, so linguistics needs the important insights gained from theoretical 
work which cannot be supplanted by any amount of experiment. This is true, However theoret- 
ical physics has its theories tested by experimental physics. My complaint is that linguistic 
theories are often accepted without any attempt at experimental verification, and this is a Bad 
Thing. 

BPart of an assignment for third-year UBC Computer Science students learning LISP, 17 No- 
vember 1978. 

7.4 Research  p r o b l e m s  
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u s e d  to  d e t e r m i n e  the  readabi l i t :~ of a t ex t ,  which  cou ld  m e a s u r e  hab i t ab i l -  
i ty  w i t hou t  r e c o u r s e  to  p e r f o r m i n g  r ea l -wor ld  e x p e r i m e n t s  wi th  t he  
l a n g u a g e  s u b s e t ?  

• (3.2.7) Write a book  d i scuss ing  i s sues  in t h e  r e l a t i o n s h i p  b e t w e e n  the  
n a t u r e  of l anguage  g e n e r a t i o n  and  u n d e r s t a n d i n g ,  and  the  s t r u c t u r e  of t he  
h u m a n  mind .  

• (4.2) How do oeno log i s t s  c o m m u n i c a t e ?  

• (5.6) Can n a t u r a l  l a n g u a g e  be u n d e r s t o o d  by  a s y s t e m  us ing  a f in i te  s e t  of 
ru les ,  o r  a f ini te  s e t  of r u l e s  for  g e n e r a t i n g  a poss ib ly  inf in i te  s e t  of r u l e s ?  

• (7.3) Write a c r i t i q u e  of m y  r e m a r k s  on t h e  n e e d  t o  p s y c h o l o g i c a l l y  t e s t  t h e  
w e l l - f o r m e d n e s s  of s a m p l e  t ex t s ,  p r e s e n t i n g  an oppos ing  view. 

• (7.8) Buy a s a m p l e  t e x t  t e s t i n g  s e r v i c e  f r a n c h i s e  f r o m  t h e  au tho r ,  and  see  
if i t  p r o v e s  to  be use fu l  a n d / o r  p ro f i t ab le .  Has  y o u r  s e rv i ce  i n f l u e n c e d  
linguists' attitudes to sample texts? 

Anaphora, anaphors and antecedents: 

• (2.1) Can the set of implicit antecedents that texts can evoke be formally 
defined? What may be an implicit antecedent, and under what cir- 
cumstances? Consider especially antecedents for verb phrase ellipsis. 

• (2.3.1) Formalize the conditions under which same can be used as an ana- 
phor. 

• (2.3.2) Formalize rules for the generation and analysis of surface count 
anaphors. 

• (2.3.7) Come up with an elegant theory explaining all usages of the non- 
referential it. Explain why sentence (iv) of footnote 38 of Chapter 2 seems 
ill-formed. 

• (2.4.2, 6.7) What non-inferred reference relations are possible? What is to 
he done about semantic distance? 

• (2.6, 6.5, 6.6) Investigate default antecedents. Are they affected by any 
factors other than plausibility and theme? How do they relate to verb 
causality? 

• (6.4) Formalize rules for syntactic and semantic parallelism. 

• (6.5) How can plausibility of a candidate antecedent be efficiently meas- 
ured computationally? 

• (6.6) Are causal valence data of any computational use? Can the concept 
of causal valence be usefully generalized? 

• (7.1) In what ways can stress on an ellipsis be phonetically realized? 

Anaphora resolution systems: 

• (3.1.6) How may an anaphor resolver best be evaluated? Prepare a stan- 
dard corpus of text, which includes all types of anaphora and reference 
both easy and hard, and make it available to people who want independent 
test data for their theories or systems. 

• (3.1.6) Beef up Hobbs's algorithm so that it works even more frequently. 

7. 4 R e s e a r c h  p r o b l e m s  
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• (3.2.3) Can an  a n a p h o r  r e so lve r  do wi thou t  h e u r i s t i c s ?  

F o c u s  a n d  d i s c o u r s e  t h e m e :  

• (3.2.1) Should  t h e r e  be one la rge  focus  set ,  or  shou ld  focus  be d iv ided  up  
in to  n o u n  types ,  v e r b  types ,  e t c?  What is the  b e s t  s u c h  divis ion? 

• (4.1 pas s im)  Define t he  c o n c e p t s  of t h e m e ,  r h e m e ,  topic ,  c o m m e n t ,  g iven  
and  new so def in i t ive ly  t h a t  e v e r y o n e  will use  y o u r  def in i t ions .  

• (4.1 pass im)  How can  the  local  and  global  t h e m e  of an  a r b i t r a r y  t e x t  be  
d e t e r m i n e d  c o m p u t a t i o n a l l y ?  

• (4.2, 5 pas s im)  What exac t ly  ]s the  r e l a t i o n s h i p  b e t w e e n  t h e m e  and  focus?  

• (6) To wha t  e x t e n t  should a focus  be c o m p u t e d  i n d e p e n d e n t  of a ny  a n a p h o r  
t h a t  n e e d s  r e s o l u t i o n ?  

C u r r e n t  a p p r o a c h e s  to  a n a p h o r a  a n d  focus :  

• (5.1) Genera l i ze  the  c o n c e p t  of s e c o n d a r y  c o m p e t e n c e .  Is t h e r e  a ny  
p sycho l ingu i s t i c  ev idence  t h a t  l ingu i s t i c  c o m p e t e n c e  a n d / o r  ve rba l  ab i l i ty  
c o m e s  in  wel l -def ined l aye r s?  Are some  people  m o r e  p r o n e  to g e n e r a t i n g  
inconsiderate anaphors than others? Do such people actually find incon- 
siderate pronouns easier to understand than other people do? Could there 
be a consistently different model of language in such people? 

• (5.1.I, 5.1.2, 7.3) Test Kantor's assertions about pronoun comprehension 
through experiments such as observation of readers' eye movements 
and/or reaction-time measurement. 

• (5.1.1) What factors affect the activatedness of a concept? 

• (5.1.2) How do we know when a concept occurs only as a descriptor and not 
"in i ts  own r igh t"?  

• (5.2.1) Are t h e r e  o t h e r  c o m m o n  sor t s  of d ia logue  which a re  as highly  s t r u c -  
t u r e d  as t a s k - o r i e n t e d  d ia logues?  How c a n  t h e i r  s t r u c t u r e s  be  exp lo i t ed?  

• (5.3.3) How could Grosz 's  m e t h o d s  be app l ied  to the  r e s o l u t i o n  of pro-  
nouns? 

• (5.2.21 5.3.3) Given a sentence in a vacuous context which sets up a theme 
or focus for the interpretation of subsequent sentences, how may this 
theme be discovered? That is, how is an initial focus determined? 

• (5.2.2, 5.3.3) Analyze and classify various clues to focus shift, and give rules 
for their detection. If more than one is indicated, how is the conflict 
resolved? 

• (5.1.2, 5.2.3, 5.5) Can Grosz 's  m e c h a n i s m s  be  g e n e r a l i z e d ?  

• (5.2.1, 5.3) Is focus,  t he  r e p o s i t o r y  of a n t e c e d e n t s ,  r ea l ly  i d e n t i c a l  to the  
focus  of a t t e n t i o n  or the  d i s cou r se  top ic?  If not ,  u n d e r  what  c o n d i t i o n s  a re  
t h e y  i d e n t i c a l ?  

• (5.3.2) How c a n  a l anguage  u n d e r s t a n d e r  dec ide  when  a diff icult  r e f e r e n c e  
c a n  be left  u n r e s o l v e d  wi thou t  e n g e n d e r i n g  p r o b l e m s  l a t e r  on? 

• (5.3.4) What is t he  r e l a t i o n  b e t w e e n  t he  g e n e r i c i t y  of a n  a n a p h o r  a n d  i t s  
an t e  ce den t ?  

7.4 Research ~ob lems 
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• (5.4.1) F o r m a l i z e  a c o m p l e t e  so lu t ion  to  t h e  i n t r a s e n t e n t i a I  a n a p h o r  r e so -  
l u t i o n  p r o b l e m  in  Webber ' s  f o r m a l i s m .  

• (5.4.3) How m a y  a o n e - a n a p h o r  be r e l i ab ly  r e c o g n i z e d ?  

• (5.4.2) Are all a n t e c e d e n t s  of 0 n e - a n a p h o r s  t e x t u a l l y  r e c e n t ?  U n d e r  w h a t  
c o n d i t i o n s  a r e  t e x t u a l l y  r e c e n t  d e s c r i p t i o n s  no t  ava i lab le  as a n t e c e d e n t s ?  

• (5.4.2) F ind  t h e  g e n e r a l  p r i n c i p l e  by  which  s t r a i n e d  a n a p h o r s  can  be  
reso lved .  

• (5.4.2) U n d e r  what  c o n d i t i o n s  can  l is t  e l e m e n t s  be  a b s t r a c t e d  in to  an  
a n t e c e d e n t  for  a o n e - a n a p h o r ?  

• (5.4.3) How m a y  i n f e r e n c e  be  u s e d  with  W e b b e r ' s  f o r m a l i s m  so t h a t  v e r b  
p h r a s e  el l ipsis  t r i g g e r s  t h a t  a r e  no t  t e x t u a l l y  s im i l a r  to  t h e  e l ided  VP m a y  
be d e t e c t e d ?  

• (5.4.4) To w h a t  e x t e n t  does  Webbe r ' s  f o r m a l i s m  n e e d  t h e  add i t ion  of 
d i s c o u r s e  p r a g m a t i c s ?  How could  t h e y  be  p r o v i d e d ?  

• (5.5) Can s c r i p t s  or  f r a m e s  be  m a d e  su i t ab l e  for t he  u n d e r s t a n d i n g  of f r ee  
or  d e v i a n t  d i s c o u r s e ?  

• (5.5.1) What is t he  " r i g h t "  s e t  of d i s c o u r s e  c o h e r e n c e  r e l a t i o n s  (a)  for  ana-  
p h o r  r e so lu t ion ,  and (b) for  g e n e r a l  NLU? Define t h e m  r igorous ly .  

• (5.5.1) Can a s e t  of p r i m i t i v e  c o h e r e n c e  r e l a t i o n s  for  bu i ld ing  m o r e  c o m -  
p l ex  r e l a t i o n s  be  de f ined?  Be su re  to  give t h e  ru l e s  u n d e r  which  the  p r imi -  
t i ves  m a y  c o m b i n e .  

• (5.5.1) What is t he  b e s t  level  - c lause ,  s e n t e n c e  or  p a r a g r a p h  - to hand le  
d i s c o u r s e  cohes ion?  

• (5.5.3) Is t h e  s e a r c h  o r d e r  for  a node  fo r  f eas ib le  c o n n e c t i o n  in L o c k m a n ' s  
(1978) CRRA always o p t i m a l ?  Can i t  l ead  to  e r r o r ?  

• (5.5.3) Can L o c k m a n ' s  CRRA be s u r e  all r e f e r a b l e  e n t i t i e s  a r e  c o n s i d e r e d ?  

• (5.5.3) Can t h e  s u b - t r e e  of a c o m p l e x  s e n t e n c e  always be  d e t e r m i n e d  syn-  
t a c t i c a l l y ?  Look for  e o u n t e r e x a m p l e s  to  L o c k m a n ' s  t ab l e  look-up pro-  
c e d u r e .  

• (5.5.3) Devise and  i m p l e m e n t  a j u d g e m e n t  m e c h a n i s m  for  L o c k m a n ' s  
CRRA. 

• (5.6.1) How c a n  t h e  t e m p o r a l  l o c a t i o n  of a t e x t  be  d e t e r m i n e d ?  

• (5.6.1) U n d e r  wha t  c o n d i t i o n s  c a n  a t e n s e l e s s  texqt c o n t a i n  t e m p o r a l  ana-  
p h o r s ?  

• (5.6.2) Is t h e r e  a n a t u r a l  l a n g u a g e  t h a t  has  a l oca t ive  e q u i v a l e n t  to  t e n s e ?  
(May r e q u i r e  field work.)  

• (5.6.2, 5.6.1) ts t he  n o w  l o c a t i o n  of a t e x t  e v e r  an  o b f u s c a t i n g  f a c t o r  as  t he  
h e r e  l oca t i on  s o m e t i m e s  is? 

A n a p h o r a  i n  d i s c o u r s e  g e n e r a t i o n :  

• (3.2,  7.2) What s o r t  of m o d e l  of t he  l i s t e n e r  does  a s p e a k e r  have  to  have  for  
a n a p h o r  g e n e r a t i o n ?  What knowledge  r e p r e s e n t a t i o n  is a p p r o p r i a t e  for  t he  
m o d e l ?  Does the  m o d e l  have  p sycho log i c a l  r e a l i t y?  How does  t he  m o d e l  
r e l a t e  to Cohen ' s  (1978) work  on m o d e l s  of d i s c o u r s e  p a r t i c i p a n t s ?  

7. 4 R e s e a r c h  p r o  b l e m s  
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• (7.2) Should  a d i s cou r se  g e n e r a t o r  o p e r a t e  in  one pass  wi thou t  b a c k - u p ?  

• (4.1 pass im,  7.2) Devise a g e n e r a t i v e  g r a m m a r  in  which local  a n d  g lobal  
t h e m e  a re  expl ic i t  e l e m e n t s  in  the  deep  r e p r e s e n t a t i o n .  Use y o u r  m o d e l  to  
c o n s t r u c t  a c o m p u t a t i o n a l  d i s cou r se  g e n e r a t i o n  p r o g r a m  for a m a c h i n e  
translation system. 

• (7.2) Devise a mechanism which uses an audience model in generating 
descriptions and anaphors in discourse. Integrate it into the program you 
constructed in the preceding exercise. 

7.5 .  C o n c l u s i o n  

This thes i s  has  s u r v e y e d  the  p r o b l e m  of c o m p u t a t i o n a l  u n d e r s t a n d i n g  of ana -  
pho ra  and  a t t e m p t s  a t  a so lu t ion  thereof .  We have s e e n  t h a t  an  a d e q u a t e  solu-  
t ion  to the  p r o b l e m  will r e q u i r e  the  use  of d i s c ou r se  p r a g m a t i c s  a n d  t he  n o t i o n  
of t h e m e  to m a i n t a i n  a focus. We have f u r t h e r  s e e n  t h a t  a c o m p l e t e  so lu t ion ,  in  
which all r e f e r e n c e  re la t ions ,  i nc lud ing  those  d e t e r m i n e d  by  i n f e r ence ,  are  
r e c o v e r e d  is e x t r e m e l y  difficult,  and  the  su r f ace  has  ye t  b a r e l y  b e e n  s c r a t c h e d .  
The work t h a t  r e m a i n s  to be done  will i n f luence  and  be i n f l u e n c e d  by  work in  
l ingu i s t i c s  and  ar t i f ic ia l  in t e l l igence .  A n a p h o r a  buffs have an  exc i t ing  t i m e  
ahead.  

Eng l i sh  has  no anaphors  and the whole  n o t i o n  o f  ana-  
p h o r a  has s i m p l y  been  a p o p u l a r  f a l l a c y .  

- Wil l iam C Watt (1973:469)  

7.5 Conc lus ion  


