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Abstract

Measures of Semantic Relatedness are well established in Natural Language Pro-
cessing. Their purpose is to determine the degree of relatedness between two
words without specifying the nature of their relationship. Most of these mea-
sures work only between pairs of words in a single language. We propose a novel
method of measuring semantic relatedness between pairs of words in two different
languages. This method does not use a parallel corpus but is rather seeded with a
set of known translations. For evaluation we construct a data set of cross-language
word pairs with similarity scores from French and English versions of Rubenstein
& Goodenough’s data set. We found that our new cross-language measure corre-
lates more closely with averaged human scores than our unilingual baselines.

1 Introduction

There are two dominant methods of measuring semantic relatedness between pairs of words within
a single language. One method is to use existing thesauri and determine relatedness of words by
how close together they appear within the thesaurus. The second method is to use the distributional
similarity of the words. If two words frequently appear in the same contexts then they are likely
to be similar in meaning [1]. Often the context of a word is taken to mean the set of surrounding
words. We enhance these distributional Measures of Semantic Relatedness (MSRs) to work across
languages.

There are two main contributions in this paper. One is a novel Cross-Language Measure of Semantic
Relatedness (CL-MSR) that works between two languages without the need for a parallel corpus.
The second is a new cross-lingual evaluation data set in the style of Rubenstein & Goodenough
[2] for words in French and English. Ultimately, work of this kind will have many applications.
It could be used as part of a system for parallel corpus alignment for machine translation, or for
cross-language information retrieval, to name just a couple.

1.1 Previous Work

There has been much research on learning translations of words between languages. Our goal is
slightly different, as we aim to measure degrees of relatedness; nonetheless, our system should also
be usable for finding translations.

Although some related measures have been built from parallel corpora [3, 4], we would like to avoid
using such a resource as they are expensive to construct and do not exist for all language pairs.
Graph-based approaches have had some success in learning translations [5, 6, 7, 8]. Graphs are built
in two languages where the nodes are words and the edges indicate a high degree of relatedness
between two words. A set of known translations is used to map together nodes between these two
graphs. New translations can be inferred from the graph structure.
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The method closest to what we are proposing can be found in the works of Haghighi et al. [9]
and Daumé & Jagarlamudi [10]. A set of known translations is used to seed a method of mapping
contexts between languages and also mapping between substrings from each word using Canonical
Correlation Analysis (CCA). This method maps contexts and also maps substrings of characters to
learn translations.

Another method is to use a bilingual lexicon to map words acting as contexts from one language to
another [11, 12]. Similarly Explicit Semantic Analysis (ESA) [13] has been enhanced by using the
cross-language links of Wikipedia to map words from different languages into the same vector space
made up of Wikipedia articles [14, 15, 16]. Mohammad & Hirst [17] use a German-English bilingual
lexicon to map contexts of words in German into concepts in the Macquarie Thesaurus. None of
these methods actually learn from a known set of translations, as the only contexts with explicitly
labeled translations can be used. Contexts made up of short phrases might be very difficult to map
between languages. Our method is more general in that any features should be usable.

2 Methodology

The theory behind distributional MSRs is that if two words tend to appear in the same contexts,
then they are more likely to be semantically related. One obvious problem with applying this to a
cross-lingual domain is that contexts differ by being in different languages (translations will rarely
share the same contexts). We create a mapping between contexts of two different languages with the
help of a set of known translations. If two contexts in two different languages tend to contain pairs
of words that are known to be translations of each other then we can infer that these contexts are
related too and should be mapped together. This way contexts from one language can be mapped to
multiple contexts in another language.

2.1 Building Term-Context Matrices

For corpora we selected the French and English editions of Wikipedia (downloaded in early July
2012). We tagged these corpora with the French and English Stanford POS taggers [18, 19]. In these
experiments we measured only semantic relatedness between nouns, leaving verbs and adjectives for
future work. As contexts we selected all nouns, verbs and adjectives that appear within a window
of 5 words of each noun. We decided to include only words and contexts that appeared at least 100
times in our matrix. This produced an English term-context matrix with 79,221 nouns and 143,645
contexts, while the French matrix had 33,646 nouns and 71,704 contexts.

Raw co-occurrence counts are generally noisy and do not produce a very good term-context matrix
for building a MSR, so we used Pointwise Mutual Information (PMI) to re-weight every term-
context pair. To construct and re-weight our matrix, we used a modified version of the Generalized
Term Semantics (GenTS) system [20]. To measure the distance between two word vectors we used
cosine similarity.

2.2 Mapping Matrices between Languages

Next we acquired a set of known translations. We extracted translations using the French Wordnet
Libre du Francais (WOLF) v0.1.5 [21] and Princeton WordNet v2.0 [22]. The synsets of each
resource are aligned, allowing for one to easily extract translations. In total this produced 29,826
noun translations, 10,400 of which contained one word in each of the French and English matrices.
These translations will be referred to as the training data.

Using this translation set we found an association between the English and French contexts. As-
sociations were measured only between two contexts of the same part-of-speech. We created a
confusion matrix of observed co-occurrences to measure the association between two contexts ce
and c f in English and French. We use w ∈ c to denote a word found in a context, see equation 1.

we ∈ ce we /∈ ce
w f ∈ c f
w f /∈ c f

[
O0,0 O0,1
O1,0 O1,1

]
(1) Ei, j =

∑y Oi,y ∑x Ox, j

∑x,y Ox,y
(2) PMI = log

O0,0

E0,0
(3)
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English French Bilingual
gem jewel 3.94 joyau bijou 3.22 gem bijou 3.58
midday noon 3.94 midi dı̂ner 2.17 midday dı̂ner 3.05
cemetery mound 1.69 cimetière monticule 0.22 cemetery monticule 0.96
car journey 1.55 auto voyage 0.33 car voyage 0.94
noon string 0.04 midi ficelle 0.00 noon ficelle 0.02
cord smile 0.02 corde sourire 0.00 cord sourire 0.01

Table 1: Examples of similarity measurements on a scale of 0 to 4 from the English, French, and
bilingual versions of Rubenstein and Goodenough’s data set. Italics indicates pairs that were dis-
carded from the evaluation.

The counts of English-French translations 〈we, fe〉 were as follows;

• O0,0 number of translations 〈we, fe〉 where we ∈ ce and w f ∈ c f ;
• O0,1 number of translations 〈we, fe〉 where we ∈ ce but w f /∈ c f ;
• O1,0 number of translations 〈we, fe〉 where w f ∈ c f but we /∈ ce;
• O1,1 number of translations 〈we, fe〉 where we /∈ ce and w f /∈ c f .

When counting translations, we took the weight of each word into account. The weight of a transla-
tion

〈
we,w f

〉
was found by taking the product of the PMI score of we in ce and the PMI score of w f

in c f from the term-context matrix. In the case of O0,1,O1,0,O1,1 we took the sum of the products
of each translation with every other context in the entire matrix.

From this matrix of observed counts we calculated expected values (equation 2) corresponding to
every observed value in the matrix. Then we calculated the PMI (equation 3) to weight the depen-
dency between the two contexts and generated a large matrix of weighted mappings between the
French and English contexts (the notation here is taken from [23]). This gave us a translation matrix
recording the PMI weight of the association between the context pairs in each language.

Next we mapped the French matrix into the context-space of the English matrix. This process was
done separately for each vector representing each French word. For each context c f that a French
word appears in, the weight of c f was distributed across all English contexts that it is mapped to.
The PMI weights in the translation matrix were normalized, so that the sum of the weights of all
English contexts that a French context was mapped into is equal to the original French context.

One problem is that this will create an extremely dense matrix. If all mappings are used, the new
French matrix can become so large that it would require over a hundred gigabytes of RAM to load.
There are two parameters that can be adjusted to reduce the size of this matrix. One parameter is to
keep only mappings if their score is beyond some threshold; we chose 0.05. The second is to set a
threshold for the minimum PMI score between the English and French contexts. We experimented
with 5 different PMI thresholds, 1.0, 2.0, 3.0, 4.0, and 5.0.

The next step is simply to merge the two matrices. This is fairly straightforward; however, we took
care to label each word as being either French or English.

3 Evaluating Cross-Language Measures of Semantic Relatedness

3.1 Evaluation Data

Often data sets in the style of Rubenstein and Goodenough are used to evaluate MSRs within a single
language. Their data set contains a list of 65 of English word pairs with human-assigned similarity
scores, ranging from 0 to 4, averaged between a number of human annotators. Some translations of
this data set have been created for other languages, including German [24] and French [25] versions.
Examples of such pairs of words and their scores in English and French can be seen in Table 1.

A cross-language version would contain pairs where the first word comes from the French set and
the second word comes from the English set and vice versa. New values for each word pair will
have to be manually validated; however, one might expect they will be fairly close to those scores
provided with the unilingual data sets. With this intuition in mind, we created a new cross-lingual
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Measure Pearson Spearman Kendall
English-PMI 0.192 0.143 0.104
French-PMI 0.117 0.013 0.011
CL-MSR-1.0 0.295 0.320 0.224
CL-MSR-2.0 0.301 0.333 0.225
CL-MSR-3.0 0.294 0.332 0.224
CL-MSR-4.0 0.258 0.312 0.213
CL-MSR-5.0 0.185 0.299 0.206

Table 2: Correlation scores on bilingual Rubenstein and Goodenough style data set.

data set. All pairs from the French and English versions, where their scores are within ±1 of each
other, were used. From this, we created a triple of

〈
worden,word f r,scoreavg

〉
where the two words

are from corresponding French and English pairs and scoreavg is the average of the scores from
the French and English versions. Every corresponding pair in French and English can produce two
cross-lingual pairings giving us a set of 100 cross-language word pairs with their averaged similarity.
Some examples are shown in Table 1 where the instances in italics are pairs that had to be thrown out
as the unilingual scores were not within±1. We removed every pair of words used in our evaluation
data from the training set before mapping English and French contexts together.

3.2 Results

Next we evaluate the MSRs on our cross-language data set. For this we created five versions of the
CL-MSR, where PMI thresholds of 1.0,2.0, . . . ,5.0 were used to determine which contexts should be
mapped together. We also tested two baselines; MSRs using the PMI-weighted English and French
matrices. The baseline correlations for these experiments should not actually be zero as French
and English have a large number of cognates – words spelled similarly or identically with similar
meaning. Therefore, even a unilingual MSR should be able to perform on part of this data set. We
evaluate the correlation with Pearson’s product-moment correlation, Spearman’s rank correlation ρ

and Kendall’s rank correlation τ . Since the scores for each word pair are averages, we believe that
the rank-based correlations of Spearman and Kendall are more informative than Pearson’s.

The results in Table 2 show that even the baseline systems have some correlation. The English
baseline outperforms the French one, perhaps because the English term-context matrix contains
many more words than the French version. The CL-MSRs were much more successful than the
baselines on this data set. The best correlations came when using a threshold of 2.0 for mapping
between contexts; however, thresholds of 1.0 and 3.0 were not noticeably different. As the threshold
increased to 5.0, the correlations decreased more noticeably.

4 Conclusion

We have presented a novel method of mapping contexts from one language to another using a set of
known translations. Although we used a sliding window of POS-tagged unigrams, any context could
be used in this situation. Our CL-MSR is general enough that it could be ported to other language
pairs, provided there is a suitably sized training set. As future work we would like to examine how
many translation pairs are actually needed and how corpus imbalance affects the CL-MSR.

For our evaluation we produced a new cross-language word-similarity data set. Our best CL-MSR
shows a noticeable improvement over the unilingual baselines on three different correlation mea-
sures. There are a number of other evaluations that could be tried, such as selecting the correct
translation of a word from a set of candidates. It could also be useful to build a larger cross-language
word-similarity data set with new manually assigned scores. Likewise our CL-MSR could be applied
to larger problems such as cross-language information retrieval or machine translation
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