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Abstract

Words in the context of a target word
have long been used as features by su-
pervised word-sense classifiers. Moham-
mad and Hirst (2006a) proposed a way to
determine the strength of association be-
tween a sense or concept and co-occurring
words—the distributional profile of a con-
cept (DPC)—without the use of manually
annotated data. We implemented an unsu-
pervised naı̈ve Bayes word sense classifier
using these DPCs that was best or within
one percentage point of the best unsuper-
vised systems in the Multilingual Chinese–
English Lexical Sample Task (task #5) and
the English Lexical Sample Task (task #17).
We also created a simple PMI-based classi-
fier to attempt the English Lexical Substi-
tution Task (task #10); however, its perfor-
mance was poor.

1 Introduction

Determining the intended sense of a word is poten-
tially useful in many natural language tasks includ-
ing machine translation and information retrieval.
The best approaches for word sense disambiguation
are supervised and they use words that co-occur with
the target as features. These systems rely on sense-
annotated data to identify words that are indicative
of the use of the target in each of its senses.

However, only limited amounts of sense-
annotated data exist and it is expensive to create. In
our previous work (Mohammad and Hirst, 2006a),

we proposed an unsupervised approach to determine
the strength of association between a sense or con-
cept and its co-occurring words—the distributional
profile of a concept (DPC)—relying simply on raw
text and a published thesaurus. The categories in a
published thesaurus were used as coarse senses or
concepts (Yarowsky, 1992). We now show how dis-
tributional profiles of concepts can be used to cre-
ate anunsupervised naı̈ve Bayes word-sense classi-
fier. We also implemented a simple classifier that
relies on the pointwise mutual information (PMI)
between the senses of the target and co-occurring
words. These DPC-based classifiers participated in
three SemEval 2007 tasks: the English Lexical Sam-
ple Task (task #17), the English Lexical Substitu-
tion Task (task #10), and the Multilingual Chinese–
English Lexical Sample Task (task #5).

The English Lexical Sample Task (Pradhan et al.,
2007) is a traditional word sense disambiguation
task wherein the intended (WordNet) sense of a tar-
get word is to be determined from its context. We
manually mapped the WordNet senses to the cate-
gories in a thesaurus and the DPC-based naı̈ve Bayes
classifier was used to identify the intended sense
(category) of the target words.

The object of the Lexical Substitution Task (Mc-
Carthy and Navigli, 2007) is to replace a target word
in a sentence with a suitable substitute that preserves
the meaning of the utterance. The list of possible
substitutes for a given target word is usually contin-
gent on its intended sense. Therefore, word sense
disambiguation is expected to be useful in lexical
substitution. We used the PMI-based classier to de-
termine the intended sense.



The objective of the Multilingual Chinese–
English Lexical Sample Task (Jin et al., 2007) is to
select from a given list a suitable English translation
of a Chinese target word in context. Mohammad et
al. (2007) proposed a way to createcross-lingual
distributional profiles of a concepts (CL-DPCs)—
the strengths of association between the concepts of
one language and words of another. For this task, we
mapped the list of English translations to appropri-
ate thesaurus categories and used an implementation
of a CL-DPC–based unsupervised naı̈ve Bayes clas-
sifier to identify the intended senses (and thereby the
English translations) of target Chinese words.

2 Distributional profiles of concepts

In order to determine the strength of association be-
tween a sense of the target word and its co-occurring
words, we need to determine their individual and
joint occurrence counts in a corpus. Mohammad and
Hirst (2006a) and Mohammad et al. (2007) proposed
ways to determine these counts in a monolingual and
cross-lingual framework without the use of sense-
annotated data. We summarize the ideas in this sec-
tion; the original papers give more details.

2.1 Word–category co-occurrence matrix

We create aword–category co-occurrence matrix
(WCCM) having English word typeswen as one di-
mension and English thesaurus categoriescen as an-
other. We used theMacquarie Thesaurus (Bernard,
1986) both as a very coarse-grained sense inventory
and a source of words that together represent each
category (concept). The WCCM is populated with
co-occurrence counts from a large English corpus
(we used theBritish National Corpus (BNC)). A par-
ticular cellmi j, corresponding to wordwen

i and con-
ceptcen

j , is populated with the number of timeswen
i

co-occurs with any word that hascen
j as one of its

senses (i.e.,wen
i co-occurs with any word listed un-

der conceptcen
j in the thesaurus).
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A particular cell mi j, corresponding to wordwen
i

and conceptcen
j , is populated with the number of

times wen
i co-occurs with any word that hascen

j
as one of its senses (i.e.,wen

i co-occurs with any
word listed under conceptcen

j in the thesaurus).
This matrix, created after a first pass of the corpus,
is thebase word–category co-occurrence matrix
(base WCCM) and it captures strong associations
between a sense and co-occurring words (see dis-
cussion of the general principle in Resnik (1998)).
From the base WCCM we can determine the num-
ber of times a wordw and conceptc co-occur, the
number of timesw co-occurs with any concept, and
the number of timesc co-occurs with any word. A
statistic such as PMI can then give the strength of
association betweenw andc. This is similar to how
Yarowsky (1992) identifies words that are indicative
of a particular sense of the target word.

Words that occur close to a target word tend to
be good indicators of its intended sense. Therefore,
we make a second pass of the corpus, using the base
WCCM to roughly disambiguate the words in it. For
each word, the strength of association of each of
the words in its context (±5 words) with each of its
senses is summed. The sense that has the highest cu-
mulative association is chosen as the intended sense.
A new bootstrapped WCCM is created such that
each cellmi j, corresponding to wordwen

i and con-
ceptcen

j , is populated with the number of timeswen
i

co-occurs with any wordused in sense cen
j .

Mohammad and Hirst (2006a) used the DPCs
created from the bootstrapped WCCM to attain
near-upper-bound results in the task of determin-
ing word sense dominance. Unlike the McCarthy
et al. (2004) dominance system, this approach can
be applied to much smaller target texts (a few
hundred sentences) without the need for a large
similarly-sense-distributed text1. Mohammad and
Hirst (2006b) used the DPC-based monolingual dis-
tributional measures ofconcept-distance to rank
word pairs by their semantic similarity and to correct
real-word spelling errors, attaining markedly better
results than monolingual distributional measures of
word-distance. In the spelling correction task, the

1The McCarthy et al. (2004) system needs to first gener-
ate a distributional thesaurus from the target text (if it islarge
enough—a few million words) or from another large text with a
distribution of senses similar to the target text.



Figure 1: The cross-lingual candidate senses of Chi-

nese words and .

distributional concept-distance measures performed
better than all WordNet-based measures as well, ex-
cept for the Jiang and Conrath (1997) measure.

2.2 Cross-lingual word–category
co-occurrence matrix

Given a Chinese wordwch in context, we use a
Chinese–English bilingual lexicon to determine its
different possible English translations. Each En-
glish translationwen may have one or more possi-
ble coarse senses, as listed in an English thesaurus.
These English thesaurus concepts (cen) will be re-
ferred to ascross-lingual candidate sensesof the
Chinese wordwch.2 Figure 1 depicts examples.

We create a cross-lingual word–category co-
occurrence matrix (CL-WCCM) with Chinese word
typeswch as one dimension and English thesaurus
conceptscen as another.

cen
1 cen

2 . . . cen
j . . .

wch
1 m11 m12 . . . m1 j . . .

wch
2 m21 m22 . . . m2 j . . .

...
...

...
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...
...

wch
i mi1 mi2 . . . mi j . . .

...
...

... . . .

...
. . .

The matrix is populated with co-occurrence counts
from a large Chinese corpus; we used a collection of
LDC-distributed corpora3—Chinese Treebank En-
glish Parallel Corpus, FBIS data, Xinhua Chinese–
English Parallel News Text Version 1.0 beta 2, Chi-
nese English News Magazine Parallel Text, Chinese

2Some of the cross-lingual candidate senses ofwch might not
really be senses ofwch (e.g., ‘celebrity’, ‘practical lesson’, and
‘state of the atmosphere’ in Figure 1). However, as substanti-
ated by experiments by Mohammad et al. (2007), our algorithm
is able to handle the added ambiguity.

3http://www.ldc.upenn.edu

Figure 2: Chinese words having ‘celestial body’ as
one of their cross-lingual candidate senses.

News Translation Text Part 1, and Hong Kong Paral-
lel Text. A particular cellmi j, corresponding to word
wch

i and conceptcen
j , is populated with the number

of times the Chinese wordwch
i co-occurs with any

Chinese word havingcen
j as one of itscross-lingual

candidate senses. For example, the cell for
(‘space’) and ‘celestial body’ will have the sum of
the number of times co-occurs with , ,

, , , and so on (see Figure 2). We used
the Macquarie Thesaurus (Bernard, 1986) (about
98,000 words). The possible Chinese translations
of an English word were taken from the Chinese–
English Translation Lexicon version 3.0 (Huang and
Graff, 2002) (about 54,000 entries).

This base word–category co-occurrence matrix
(base WCCM), created after a first pass of the cor-
pus, captures strong associations between a cate-
gory (concept) and co-occurring words. For ex-
ample, even though we increment counts for both

–‘celestial body’ and –‘celebrity’ for a par-
ticular instance where co-occurs with ,

will co-occur with a number of words such as
, , and that each have the sense ofce-

lestial body in common (see Figure 2), whereas all
their other senses are likely different and distributed
across the set of concepts. Therefore, the co-
occurrence count of and ‘celestial body’ will
be relatively higher than that of and ‘celebrity’.

As in the monolingual case, a second pass of
the corpus is made to disambiguate the (Chinese)
words in it. For each word, the strength of associ-
ation of each of the words in its context (±5 words)
with each of its cross-lingual candidate senses is
summed. The sense that has the highest cumula-
tive association with co-occurring words is chosen
as the intended sense. A new bootstrapped WCCM
is created by populating each cellmi j, correspond-
ing to wordwch

i and conceptcen
j , with the number of

times the Chinese wordwch
i co-occurs with any Chi-



nese wordused in cross-lingual sense cen
j . A statistic

such as PMI is then applied to these counts to deter-
mine the strengths of association between a target
concept and co-occurring words, giving the distri-
butional profile of the concept.

Mohammad et al. (2007) combined German text
with an English thesaurus using a German–English
bilingual lexicon to create German–English DPCs.
These DPCs were used to determine semantic dis-
tance between German words, showing that state-of-
the-art accuracies for one language can be achieved
using a knowledge source (thesaurus) from another.

Given that a published thesaurus has about 1000
categories and the size of the vocabularyN is at
least 100,000, the CL-WCCM and the WCCM are
much smaller matrices (about 1000×N) than the tra-
ditional word–word co-occurrence matrix (N ×N).
Therefore the WCCMs are relatively inexpensive
both in terms of memory and computation.

3 Classification

We implemented two unsupervised classifiers. The
words in context were used as features.

3.1 Unsupervised Näıve Bayes Classifier

The naı̈ve Bayes classifier has the following formula
to determine the intended sensecnb:

cnb = argmax
c j∈C

P(c j) ∏
wi∈W

P(wi|c j) (1)

whereC is the set of possible senses (as listed in
theMacquarie Thesaurus) andW is the set of words
that co-occur with the target (we used a window of
±5 words).

Traditionally, prior probabilities of the senses
(P(c j)) and the conditional probabilities in the like-
lihood (∏wi∈W P(wi|c j)) are determined by sim-
ple counts in sense-annotated data. We approx-
imate these probabilities using counts from the
word–category co-occurrence matrix (monolingual
or cross-lingual), thereby obviating the need for
manually-annotated data.

P(c j) =
∑i mi j

∑i, j mi j
(2)

P(wi|c j) =
mi j

∑i mi j
(3)

For the English Lexical Task,mi j is the number of
times the English wordwi co-occurs with the En-
glish categoryc j—as listed in the word–category
co-occurrence matrix (WCCM). For the Multilin-
gual Chinese–English Lexical Task,mi j is the num-
ber of times the Chinese wordwi co-occurs with the
English categoryc j—as listed in the cross-lingual
word–category co-occurrence matrix (CL-WCCM).

3.2 PMI-based classifier

We calculate the pointwise mutual information be-
tween a sense of the target word and a co-occurring
word using the following formula:

PMI(wi,c j) = log
P(wi,c j)

P(wi)×P(c j)
(4)

where P(wi,c j) =
mi j

∑i, j mi j
(5)

and P(wi) =
∑ j mi j

∑i, j mi j
(6)

mi j is the count in the WCCM or CL-WCCM (as de-
scribed in the previous subsection). For each sense
of the target, the sum of the strength of association
(PMI) between it and each of the co-occurring words
(in a window of±5 words) is calculated. The sense
with the highest sum is chosen as the intended sense.

cpmi = argmax
c j∈C

∑
wi∈W

PMI(wi,c j) (7)

Note that this PMI-based classifier does not capital-
ize on prior probabilities of the different senses.

4 Data

4.1 English Lexical Sample Task

The English Lexical Sample Task training and test
data (Pradhan et al., 2007) have 22281 and 4851
instances respectively for 100 target words (50
nouns and 50 verbs). WordNet 2.1 is used as
the sense inventory for most of the target words,
but certain words have one or more senses from
OntoNotes (Hovy et al., 2006). Many of the fine-
grained senses are grouped into coarser senses.

Our approach relies on representing a sense with
a number of near-synonymous words, for which a
thesaurus is a natural source. Even though the ap-
proach can be ported to WordNet4, there was no easy

4The synonyms within a synset, along with its one-hop
neighbors and all its hyponyms, can represent that sense.



TRAINING DATA TEST DATA

WORDS BASELINE PMI-BASED NAÏVE BAYES PRIOR L IKELIHOOD NAÏVE BAYES

all 27.8 41.4 50.8 37.4 49.4 52.1
nouns only 25.6 43.4 53.6 18.1 49.6 49.7
verbs only 29.2 38.4 44.5 58.9 49.1 54.7

Table 1: English Lexical Sample Task: Results obtained using the PMI-based classifier on the training data
and the naı̈ve Bayes classifier on both training and test data

way of representing OntoNotes senses with near-
synonymous words. Therefore, we asked four na-
tive speakers of English to map the WordNet and
OntoNotes senses of the 100 target words to the
Macquarie Thesaurus and use it as our sense inven-
tory. We also wanted to examine the effect of using
a very coarse sense inventory such as the categories
in a published thesaurus (811 in all).

The annotators were presented with a target word,
its WordNet/OntoNotes senses, and the Macquarie
senses. WordNet senses were represented by syn-
onyms, gloss, and example usages. The OntoNotes
senses were described through syntactic patterns and
example usages (provided by the task organizers).
The Macquarie senses (categories) were described
by the category head (a representative word for
the category) and five other words in the category.
Specifically, words in the same semicolon group5 as
the target were chosen. Annotators 1 and 2 labeled
each WordNet/OntoNotes sense of the first 50 target
words with one or more appropriate Macquarie cat-
egories. Annotators 3 and 4 labeled the senses of the
other 50 words. We combined all four annotations
into a WordNet–Macquarie mapping file by taking,
for each target word, the union of categories chosen
by the two annotators.

4.2 English Lexical Substitution Task

The English Lexical Substitution Task has 1710 test
instances for 171 target words (nouns, verbs, adjec-
tives, and adverbs) (McCarthy and Navigli, 2007).
Some instances were randomly extracted from an
Internet corpus, whereas others were selected man-
ually from it. The target word might or might not be
part of a multiword expression. The task is not tied
to any particular sense inventory.

5Words within a semicolon group of a thesaurus tend to be
more closely related than words across groups.

4.3 Multilingual Chinese–English Lexical
Sample Task

The Multilingual Chinese–English Lexical Sample
Task training and test data (Jin et al., 2007) have
2686 and 935 instances respectively for 40 target
words (19 nouns and 21 verbs). The instances are
taken from a corpus ofPeople’s Daily News. The
organizers used theChinese Semantic Dictionary
(CSD), developed by the Institute of Computational
Linguistics, Peking University, both as a sense in-
ventory and bilingual lexicon (to extract a suitable
English translation of the target word once the in-
tended Chinese sense is determined).

In order to determine the English translations of
Chinese words in context, our system relies on Chi-
nese text and an English thesaurus. As the thesaurus
is used as our sense inventory, the first author and a
native speaker of Chinese mapped the English trans-
lations of the target to appropriate Macquarie cate-
gories. We used three examples (from the training
data) per English translation for this purpose.

5 Evaluation

5.1 English Lexical Sample Task

Both the naı̈ve Bayes classifier and the PMI-based
one were applied to the training data. For each in-
stance, the Macquarie categoryc that best captures
the intended sense of the target was determined. The
instance was labeled with all the WordNet senses
that are mapped toc in the WordNet–Macquarie
mapping file (described earlier in Section 4.1).

5.1.1 Results

Table 1 shows the performances of the two clas-
sifiers. The system attempted to label all instances
and so we report accuracy values instead of pre-
cision and recall. The naı̈ve Bayes classifier per-
formed markedly better in training than the PMI-



based one and so was applied to the test data. The
table also lists baseline results obtained when a sys-
tem randomly guesses one of the possible senses for
each target word. Note that since this is a com-
pletely unsupervised system, it is not privy to the
dominant sense of the target words. We do not rely
on the ranking of senses in WordNet as that would
be an implicit use of the sense-tagged SemCor cor-
pus. Therefore, the most-frequent-sense baseline
does not apply. Table 1 also shows results obtained
using just the prior probability and likelihood com-
ponents of the naı̈ve Bayes formula. Note that the
combined accuracy is higher than individual com-
ponents for nouns but not for verbs.

5.1.2 Discussion

The naı̈ve Bayes classifier’s accuracy is only
about one percentage point lower than that of the
best unsupervised system taking part in the task
(Pradhan et al., 2007). One reason that it does bet-
ter than the PMI-based one is that it takes into ac-
count prior probabilities of the categories. However,
using just the likelihood also outperforms the PMI
classifier. This may be because of known problems
of using PMI with low frequencies (Manning and
Schütze, 1999). In case of verbs, lower combined
accuracies compared to when using just prior proba-
bilities suggests that the bag-of-words type features
are not very useful. It is expected that more syntac-
tically oriented features will give better results. Us-
ing window sizes (±1,±2, and±10) on the training
data resulted in lower accuracies than that obtained
using a window of±5 words. A smaller window
size is probably missing useful co-occurring words,
whereas a larger window size is adding words that
are not indicative of the target’s intended sense.

The use of a sense inventory (Macquarie The-
saurus) different from that used to label the data
(WordNet) clearly will have a negative impact on
the results. The mapping from WordNet/OntoNotes
to Macquarie is likely to have some errors. Further,
for 19 WordNet/OntoNotes senses, none of the an-
notators found a thesaurus category close enough in
meaning. This meant that our system had no way
of correctly disambiguating instances with these
senses. Also impacting accuracy is the significantly
fine-grained nature of WordNet compared to the the-
saurus. For example, following are the three coarse

BEST OOT

Acc Mode Acc Acc Mode Acc

all 2.98 4.72 11.19 14.63
Further Analysis
NMWT 3.22 5.04 11.77 15.03
NMWS 3.32 4.90 12.22 15.26
RAND 3.10 5.20 9.98 13.00
MAN 2.84 4.17 12.61 16.49

Table 2: English Lexical Substitution Task: Results
obtained using the PMI-based classifier

senses for the nounpresident in WordNet: (1) exec-
utive officer of a firm or college, (2) the chief exec-
utive of a republic, and (3) President of the United
States. The last two senses will fall into just one cat-
egory for most, if not all, thesauri.

5.2 English Lexical Substitution Task

We used the PMI-based classifier6 for the English
Lexical Substitution Task. Once it identifies a suit-
able thesaurus category as the intended sense for a
target, ten candidate substitutes are chosen from that
category. Specifically, the category head word and
up to nine words in the same semicolon group as the
target are selected (words within a semicolon group
are closer in meaning). Of the ten candidates, the
single-word expression that is most frequent in the
BNC is chosen as the best substitute; the motivation
is that the annotators, who created the gold standard,
were instructed to give preference to single words
over multiword expressions as substitutes.

5.2.1 Results

The system was evaluated not only on the best
substitute (BEST) but also on how good the top ten
candidate substitutes are (OOT). Table 2 presents the
results.7 The system attempted all instances. The
table also lists performances of the system on in-
stances where the target is not part of a multiword
expression (NMWT), on instances where the substi-
tute is not a multiword expression (NMWS), on in-
stances randomly extracted from the corpus (RAND),
and on instances manually selected (MAN ).

6Due to time constraints, we were able to upload results only
with the PMI-based classifier by the task deadline.

7The formulae for accuracy and mode accuracy are as de-
scribed by Pradhan et al. (2007).



TRAINING DATA TEST DATA

BASELINE PMI- BASED NAÏVE BAYES PRIOR L IKELIHOOD NAÏVE BAYES

WORDS micro macro micro macro micro macro micro macro micro macro micro macro

all 33.1 38.3 33.9 40.0 38.5 44.7 35.4 41.7 38.8 44.6 37.5 43.1
nouns only 41.9 43.5 43.6 45.0 49.4 50.5 45.3 47.1 48.1 50.8 50.0 51.6
verbs only 28.0 34.1 28.0 35.6 31.9 39.6 29.1 36.8 32.9 39.0 29.6 35.5

Table 3: Multilingual Chinese–English Lexical Sample Task: Results obtained using the PMI-based classi-
fier on the training data and the naı̈ve Bayes classifier on both training and test data

5.2.2 Discussion

Competitive performance of our DPC-based sys-
tem on the English Lexical Sample Task and the
Chinese–English Lexical Sample Task (see next
subsection) suggests that DPCs are useful for sense
disambiguation. Poor results on the substitution task
can be ascribed to several factors. First, we used
the PMI-based classifier that we found later to be
markedly less accurate than the naı̈ve Bayes clas-
sifier in the other two tasks. Second, the words in
the thesaurus categories may not always be near-
synonyms; they might just be strongly related. Such
words will be poor substitutes for the target. Also,
we chose as the best substitute simply the most fre-
quent of the ten candidates. This simple technique
is probably not accurate enough. On the other hand,
because we chose the candidates without any regard
to frequency in a corpus, the system chose certain
infrequent words such aswellnigh andecchymosed,
which were not good candidate substitutes.

5.3 Multilingual Chinese–English Lexical
Sample Task

In the Multilingual Chinese–English Lexical Sample
Task, both the naı̈ve Bayes classifier and the PMI-
based classifier were applied to the training data.
For each instance, the Macquarie category, sayc,
that best captures the intended sense of the target
word is determined. Then the instance is labeled
with all the English translations that are mapped toc
in the English translations–Macquarie mapping file
(described earlier in Section 4.3).

5.3.1 Results

Table 3 shows accuracies of the two classifiers.
Macro average is the ratio of number of instances
correctly disambiguated to the total, whereas micro
average is the average of the accuracies achieved

on each target word. As in the English Lexical
Sample Task, both classifiers, especially the naı̈ve
Bayes classifier, perform well above the random
baseline. Since the naı̈ve Bayes classifier also per-
formed markedly better than the PMI-based one in
training, it was applied to the test data. Table 3
also shows results obtained using just the likelihood
and prior probability components of the naı̈ve Bayes
classifier on the test data.

5.3.2 Discussion

Our naı̈ve Bayes classifier scored highest of all
unsupervised systems taking part in the task (Jin et
al., 2007). As in the English Lexical Sample Task,
using just the likelihood again outperforms the PMI
classifier on the training data. The use of a sense
inventory different from that used to label the data
again will have a negative impact on the results as
the mapping may have a few errors. The anno-
tator believed none of the given Macquarie cate-
gories could be mapped to two Chinese Semantic
Dictionary senses. This meant that our system had
no way of correctly disambiguating instances with
these senses.

There were also a number of cases where more
than one CSD sense of a word was mapped to the
same Macquarie category. This occurred for two
reasons: First, the categories of theMacquarie The-
saurus act as very coarse senses. Second, for cer-
tain target words, the two CSD senses may be differ-
ent in terms of their syntactic behavior, yet semanti-
cally very close (for example, the ‘be shocked’ and
‘shocked’ senses of ). This many-to-one map-
ping meant that for a number of instances more than
one English translation was chosen. Since the task
required us to provide exactly one answer (and there
was no partial credit in case of multiple answers), a
category was chosen at random.



6 Conclusion

We implemented a system that uses distributional
profiles of concepts (DPCs) for unsupervised word
sense disambiguation. We used words in the con-
text as features. Specifically, we used the DPCs
to create a naı̈ve Bayes word-sense classifier and a
simple PMI-based classifier. Our system attempted
three SemEval-2007 tasks. On the training data
of the English Lexical Sample Task (task #17) and
the Multilingual Chinese–English Lexical Sample
Task (task #5), the naı̈ve Bayes classifier achieved
markedly better results than the PMI-based classi-
fier and so was applied to the respective test data.
On both test and training data of both tasks, the
system achieved accuracies well above the random
baseline. Further, our system placed best or close to
one percentage point from the best among the unsu-
pervised systems. In the English Lexical Substitu-
tion Task (task #10), for which there was no train-
ing data, we used the PMI-based classifier. The
system performed poorly, which is probably a re-
sult of using the weaker classifier and a simple brute
force method for identifying the substitute among
the words in a thesaurus category. Markedly higher-
than-baseline performance of the naı̈ve Bayes clas-
sifier on task #17 and task #5 suggests that the DPCs
are useful for word sense disambiguation.
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