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The task of question answering (QA) is to find the accurate and precise answer to a natural

language question in some predefined text. Most existing QA systems handle fact-based ques-

tions that usually take named entities as the answers. In this thesis, we focus on a different type

of QA—non-factoid QA (NFQA) to deal with more complex information needs. The goal of

the present study is to propose approaches that tackle important problems in non-factoid QA.

We proposed an approach using semantic class analysis as the organizing principle to an-

swer non-factoid questions. This approach contains four major components:

• Detecting semantic classes in questions and answer sources

• Identifying properties of semantic classes

• Question-answer matching: exploring properties of semantic classes to find relevant

pieces of information

• Constructing answers by merging or synthesizing relevant information using relations

between semantic classes

We investigated NFQA in the context of clinical question answering, and focused on three

semantic classes that correspond to roles in the commonly accepted PICO format of describing

clinical scenarios. The three classes are: the problem of the patient, the intervention used to

treat the problem, and the clinical outcome.
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We used rule-based approaches to identify clinical outcomes and relations between in-

stances of interventions in sentences.

We identified an important property of semantic classes—their cores. We showed how

cores of interventions, problems, and outcomes in a sentence can be extracted automatically by

developing an approach exploring semi-supervised learning techniques. Another property that

We analyzed is polarity, an inherent property of clinical outcomes. We developed a method

using a supervised learning model to automatically detect polarity of clinical outcomes.

We built explicit connection between text summarization and identifying answer compo-

nents in NFQA and constructed a summarization system that explores a supervised classifica-

tion model to extract important sentences for answer construction. We investigated the role of

clinical outcome and their polarity in this task.
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Chapter 1

Introduction

1.1 What is Question Answering?

As more and more information is accessible to users, more support from advanced technologies

is required to help obtain the desired information. This brings new challenges to the area of

information retrieval (IR) in both the query and the answer processing. To free the user from

constructing a complicated boolean keywords query, the system should be able to process

queries represented in natural language. Instead of replying with some documents relevant to

the query, the system should answer the questions accurately and concisely. Systems with such

characteristics are Question-Answering (QA) systems, which take advantage of high-quality

natural language processing and mature technologies in IR. The task of a QA system is to find

the answer to a particular natural language question in some predefined text.

Generally, current QA tasks can be classified into two categories: fact-based QA (FBQA)

and non-factoid QA (NFQA). In FBQA, answers are usually named entities, such as person

name, time, and location. For example:

Q: Who was the US president in 1999?

A: Bill Clinton

Q: Which city is the capital of China?

A: Beijing

NFQA aims to answer questions whose answers are not just named entities, such as questions

1
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posed by clinicians in patient treatment:

Q: In a patient with a generalized anxiety disorder, does cognitive behaviour or relaxation therapy

decrease symptoms?

Clinical outcomes of cognitive behaviour or relaxation therapy could be complicated. They

could be beneficial or harmful; they could have different effects for different patient groups;

some clinical trials may show they are beneficial while others don’t. Answers to these questions

can only be obtained by synthesizing relevant information.

Both FBQA and NFQA need to address some major research problems, and they fit into

the same general QA framework. This thesis focuses on NFQA, and our working domain is

medicine.

1.2 What are the new research problems posed by QA?

The first problem for QA is to understand the task. Since there are many different types of

questions, it is very important for a QA system to know what a particular question is asking

for. Some techniques have been recognized to be effective in FBQA, which are discussed in

section 1.4.1 on the question-processing phase. In NFQA, however, it is much more difficult

to understand the information needs.

Matching the answer to the question is another big challenge. Questions and the answers

often have very different phrasings. Matching techniques need to find the correspondence

between them. Compared to FBQA, such correspondence in NFQA is usually less explicit.

Answer generation is the last problem in QA. After the best candidates are selected by the

matching techniques, they need to be processed to obtain accurate and concise answers.

1.3 Question-Answering framework

The architecture of a typical QA system is shown in Figure 1.1.

1. Question processing. The aim of the question processing is to understand the question.

In most FBQA systems, this includes:
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Question

Set

Question 

Processing

Document

Collection

Document

Processing

Q-A Matching Answer Generation

Figure 1.1: QA Architecture

• determining what type of question is being asked (e.g., where)

• inferring what kind of answer is expected (e.g., location)

• determining the focus of the question—its central point

• formulating a query on the document collection by using keywords in the ques-

tion

Some NFQA systems suggest to clarify the question by communicating with users.

2. Document processing. Before the matching of question and answer starts, the docu-

ments in the collection may be transformed to some other representation so that ef-

ficient search can be performed. Many systems imported index technology from IR

systems in this step.

3. Question-Answer matching. Before doing detailed analysis to find the answer, a rel-

atively small set of candidates should be found. Conventional keyword matching and

expected answer-type checking are often involved in this step. Unmatched candidates
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will be filtered out directly.

To find the best answer, different techniques are used to analyze the relationship be-

tween the question and candidate answer thoroughly. Knowledge-intensive, data-

intensive, and statistical approaches address the problem with different emphasis.

4. Answer generation. It has not been fully addressed in most current systems. Most sys-

tems just extract small fragments that contain the answer information from the answer

candidates as the final answers. Even the extraction process is not discussed in detail

in many works.

In the following two sections, related work in FBQA and NFQA is reviewed respectively

to further understand their difference and connections, and state-of-the-art in QA.

1.4 Fact-based questions

The main problem in QA is the great variation in expressing the question and the answer.

According to how it is addressed, current work in FBQA can be partitioned into two classes.

• Knowledge intensive. The intuition of the knowledge-intensive approaches is to find

a proper meta-form so that both the question and the answer can be represented by it.

The construction of the form usually exploits natural language processing technology

as well as related real-world knowledge.

• Data intensive. The data-intensive approaches put the emphasis on prediction of the

answer by using the evidence from the data set. For each question, some approaches

try to compose all the possible answer formats and then compare them with the answer

candidates to find the one that meets the prediction. Some approaches estimate how

likely a candidate is the expected answer by collecting statistical data from a large

candidate set.

The following two subsections will discuss some typical FBQA work in detail.
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1.4.1 Knowledge-Intensive Approaches

The problems that are emphasized in knowledge-intensive systems are discussed in this section.

For each problem, methods explored in different systems are compared.

Answer-type identification The type of the answer tells us the general category of the ex-

pected answer, whether it is a person, a location, or a time etc. To determine the answer type,

the type of the question should be identified first. As mentioned earlier, knowing the question

type addresses the “what to find” problem. Since most FBQA systems focus on wh- questions

(who, when, where, why, what), it is natural to classify the types according to the stem of the

question: the wh- words.

Most answers for wh- questions are related to named entities (NE); thus most FBQA sys-

tems classify the answers by different types of NE, such as: time, product, organization, person,

etc. The NE identification technique from information extraction (IE) is quite helpful and usu-

ally is imported into this process. There are some other answer categories that do not belong

to NE. As in Paşca’s work [Paşca and Harabagiu, 2001b], type reason is applied to the why

questions and type definition is included for questions asking for the definition of a concept.

A parser is often involved to find the answer type. For example, in Paşca’s work, it depends

on a concept hierarchy “Answer-Type Taxonomy” and a special-purpose parser.

• Answer-type taxonomy. The taxonomy is a tree structure constructed off-line which

contains all the answer types that can be processed by the system. It is built in a top-

down manner with general concepts on the top and more-specific concepts on lower

levels. A subset of the taxonomy is shown in Figure 1.2.

The top level of the hierarchy contains the most representative conceptual nodes, e.g.

person, location, money, nationality, etc. Some of these are further categorized

to more specific concepts. For instance, the location node is divided into univer-

sity, city, country, etc. Some concepts are connected to corresponding synsets from

WordNet. As an example, person is linked to several sub-trees rooted separately at

scientist, performer, European, etc. It is worth noticing that although most con-

cepts in the taxonomy are nouns, there are verbs and adjectives as well. A concept can
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Figure 1.2: A subset of the answer-type taxonomy [Paşca and Harabagiu, 2001b]

be connected to the WordNet noun sub-hierarchies, verb sub-hierarchies or, adjectival

satellites. For example, the product node is connected to nouns {artifact, artefact}

and verbs {manufacture, fabricate, construct}. The whole taxonomy was constructed

manually and was adapted to the sample questions.

• Parser. The wh- word in a question cannot always provide enough information on

the type of the expected answer. For example, what can ask for many different types

of things. To solve this problem, Paşca implemented a parser to find the word(s) in

a question that help determine the expected answer type. The question is parsed to

locate the word(s) that has a head-modifier dependency to the question stem (the wh-

word). For instance, in the question What do people usually buy in Hong Kong?, what

is a dependent of the verb buy. The word buy is then mapped onto the answer-type

taxonomy to obtain the expected answer type, e.g. product.

This method is effective in determining the answer type at above 90% accuracy in the TREC

test questions. However, there is a lot of manual work involved. Currently, the answer-type

taxonomy encodes 8707 English concepts with 153 connections to WordNet sub-hierarchies

[Paşca and Harabagiu, 2001b]. It will be quite burdensome to include more and more nodes

into the taxonomy for the system to be adaptive to new expressions of questions and answers.

The approach explored by [Hovy et al., 2000] is similar to Paşca’s work. In their “Web-

clopedia” system, they also built a taxonomy of answer types (“QA Typology”) but WordNet
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is not involved. The typology contains 94 nodes [Hovy et al., 2000]. An extended parser is

also used in the process of answer-type identification, which contains some semantic back-

ground knowledge. A set of manually constructed rules is included in the parser to determine

the correct answer type. The answer type produced by the parser can be the concepts in the

QA Typology, P-O-S tags, roles produced in the parse tree, or concepts from the semantic type

ontology of the parser.

Identification of question (answer) focus As defined by [Moldovan et al., 1999], “a focus

is a word or a sequence of words which define the question and disambiguate it in the sense

that it indicates what the question is looking for, or what the question is all about” (page

176). For example, the question What type of bridge is the Golden Gate Bridge? [Paşca and

Harabagiu, 2001a] has bridge as the answer type and type as the answer focus. From the

definition, the focus is very important for answering a question. Some systems mentioned

the concept explicitly [Moldovan et al., 1999; Harabagiu et al., 2000; Ferret et al., 2001; Lee

et al., 2001], others may include it in the general answer type identification process without

discussing it separately. In both cases, no method or technique is provided to address the

problem particularly.

Query generation The query-generation process usually involves keyword extraction from

the original question with or without weights attached to them. For example, a query corre-

sponding to the question Who invented the paper clip? is [paper AND clip AND invented].

Later, the query can be expanded by using a knowledge base such as WordNet. In some sys-

tems, after removing stop words, the keywords are selected by a set of heuristics [Moldovan

and Harabagiu, 2000; Lee et al., 2001; Alpha et al., 2001]. Different systems have different

preferences in whether lemmata or stemmed words should be used as keywords.

Query expansion is often applied to make sure that the correct answer will not be missed.

Most systems use synonyms of the selected keywords in WordNet to expand the query. More

sophisticated query-expansion techniques are explored in Harabagiu’s work [Harabagiu et al.,

2001a], which include three levels of alternations:

• Morphological alternations. When no answer is found by matching the original key-
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words from the question, the morphological alternations are considered. For example,

the noun inventor will be added to the query because of the original verb invent.

• Lexical alternations. WordNet is a source for adding lexical alternations to the query.

In most cases, synonyms of a word are added, although other relationships may also

be considered. For example, killer has a synonym assassin which should be included

in the query expansion.

• Semantic alternations. The semantic alternations are defined as “the words or colloca-

tions from WordNet that (a) are not members of any WordNet synsets containing the

original keyword; and (b) have a chain of WordNet relations or bigram relations that

connect it to the original keyword” [Harabagiu et al., 2001a] (page 278). For example,

the candidate words can be hypernyms or hyponyms of the original word, or even just

related to it in some situation. To answer the question How many dogs pull a sled in

the Iditarod?, since sled and cart are found to be forms of vehicles, the word harness

that is related to pull cart is included in the query expansion.

Three heuristics are constructed to decide when and how to perform these alternations.

However, for the semantic alternations, the heuristic does not specify which semantic relations

should be considered in a particular situation (in fact, it is almost impossible to do so). This

kind of problem seems to be an inherent limitation of knowledge-based approaches.

Matching of Question and Answer Keyword matching is the first criterion to filter out

irrelevant answers in almost all FBQA systems. To make the system efficient, usually only text

fragments that contain the query keywords will be returned instead of the whole documents.

The number of returned fragments is fairly large, although it varies in different systems. The

query keywords are expanded or shrunk to make sure that the proper number of fragments are

returned.

In the next step, further matching is performed. Fragments that do not meet the strict

requirements are filtered out. The filter can be used to verify the semantic relations or can

be used as some ranking scheme. In Harabagiu’s work, the filter is executed at three levels
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[Harabagiu et al., 2001a]. At the first level, fragments that do not contain at least one concept

of the same semantic category as the expected answer type are filtered out.

At the second level, the question represented in its semantic form produced by the parser in

the question-processing phase is unified with the semantic forms of the fragments that contain

the possible answers (answer candidates). The aim of the unification is to check how much in-

formation contained in the query is also contained in the answer candidates. Thus, the question

concepts as well as the dependencies of the query terms which are represented by the semantic

form are compared with the semantic forms of the answer candidates.

The semantic form of a sentence is derived from its syntactic parse tree. To construct the

semantic form, the semantic concept that the sentence is about (the answer type) is added to

the tree (which works as a slot in the question representation and the slot filler in the answer

representation). Unimportant words are removed. Figure 1.3 is an example of the semantic

forms:

What company sells most greeting cards?

Question:

Answer:

Hallmark remains the largest maker of greeting cards

ORGANIZATION(Hallmark)

maker    greeting cards      largest

ORGANIZATION sells greeting cards most

Figure 1.3: Semantic forms of sentences ([Paşca and Harabagiu, 2001b])

At the third level, the question and answer candidates are represented in their logical forms.

The logical relations held by the terms in the query are evaluated in the abduction of answers.

As an example of the logical form, the question Why did Hong Li bring an umbrella? can be

represented as:
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[REASON (x)&Hong(y)&Li(y)&bring(e, x, y, z)&umbrella(z)]

In this example, Hong and Li are identified as the same entity by using the same symbol y.

A candidate is selected to be an answer if it can be proved by using the logical form. The

prover processes the terms in the query logical form from the left to the right. For each term,

it tries to identify corresponding information contained in the answer logical form. Real-world

knowledge is needed here. For example, in the above question it may be helpful to know that

Hong Li is a person’s name.

In the work of [Hovy et al., 2001], answer type and answer focus are checked in the parse

trees of the question and candidate answers in the matching process. When it is not enough

for selecting a good answer, several heuristics are applied which consider the expected answer

range, knowledge of abbreviation, and knowledge of some formats of special information (e.g.

e-mail address, post code) etc.

Some systems try to choose the answer by ranking the candidate answers. The ranking

often depends on heuristic rules about how the answer candidates contain the query terms,

e.g., the order of the query terms in the answer candidates, the number of query terms that are

matched, the distance from the position of the embedded answer type to the query terms etc.

Some systems [Ferret et al., 2001; Prager et al., 2000; Srihari and Li, 1999; Alpha et al., 2001]

implement the matching by ranking the passages according to weighted features or terms which

are chosen off-line. Machine learning techniques are imported in the ranking in some systems.

Paşca and Harabagiu [2001b] use a perceptron model to compare two candidates, while Prager

et al. [2000] apply logistic regression to score NEs contained in the candidates.

Answer Extraction The task is to extract a concise answer from the answer candidates.

In some systems, the candidates are strings in text windows of specified size [Moldovan et al.,

1999]. Some others consider sentences as the candidates [Ferret et al., 2001; Hovy et al., 2001].

The candidates with the highest scores obtained in the matching process are extracted as the

final answers. In knowledge-based systems, no particular techniques are applied to extract the

answer.
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Evaluation In the TREC-10 evaluation, the LCC system developed by Harabagiu et al.

[2001b]performs well in both the main task and the list question task with the mean recip-

rocal rank (MRR)1 of 0.57 in the main task and accuracy (no. of distinct instances/target no. of

instances) of 0.76 in the list task. LCC is ranked second in the main task and first in the list

task. The work of [Hovy et al., 2001] and [Alpha et al., 2001] are also in the top five ranked

systems.

1.4.2 Data-Intensive Approaches

IE-based QA The NE identification techniques from IE are exploited in most FBQA sys-

tems. Some systems demonstrated that other techniques may also be helpful in QA. In the

TREC-10 main task, the system that had the best performance was the one from InsightSoft-M

[Soubbotin, 2001]. It applies a set of pre-defined patterns generated by analyzing the document

collection to the answer candidates to match particular types of questions.

The idea is similar to pattern-matching and slot-filling in IE. Since various tasks should be

addressed in a QA system, to take advantage of the pattern-matching technique, the Insight

system classifies the questions into different categories and then constructs patterns for each

category. There are two categories of patterns in the system:

• patterns representing a complete structure

Example:
capitalized word; parenthesis; four digits; dash; four digits; parenthesis
would match “Mozart (1756 - 1791)”

• patterns composed by specific pattern elements

Example:
[number]+[term from currency list]
would match “5 cents”

In the system, questions must be analyzed to obtain the accurate answer type so that the

correct patterns will be triggered later. Relevant passages are obtained by searching for query

1MRR is an accuracy measure. To calculate the MRR, “an individual question receives a score equal to the
reciprocal of the rank at which the first correct response is returned, or zero if none of the five responses contained
a correct answer” [Voorhees, 2001].
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keywords in the document collection. Only these passages are compared with the patterns to

identify potential answers. As the patterns should adapt to various phrasing of answers, a great

number of patterns are constructed manually for each question type (e.g., 23 patterns are built

for the who-author type of questions). As in IE systems, manually constructing patterns is a

very time-consuming task. So automatic pattern construction may be the future work of the

pattern-matching-based systems.

As shown in the above examples, the system contains a set of pattern elements such as

currency, person names, country names, etc. It seems that if an NE recognizer is used to

replace these elements, the patterns can be simpler.

We can see that almost no deep knowledge analysis is involved in the pattern construction.

However, proper knowledge is necessary in the system to process complicated questions. For

example, the ambiguous question Who is Bill Gates? is actually asking for the reason why

Bill Gates is famous. As in the knowledge-intensive approaches, the identification of the cor-

rect answer type is important in finding the correct answer here. It is declared by [Soubbotin,

2001] that detailed categorization of question types is a precondition for effective use of the

method.

Since it is not possible to construct complete patterns for a type of question, for those cases

in which the questions do not match any patterns, the system tries to select the answers by

comparing lexical similarity of the question and answer candidates.

Another IE-based system was described in [Srihari and Li, 1999]. The idea is to answer

questions by executing IE in three levels:

• Named entity: extract named entities as answer candidates

• Correlated entity: extract pre-defined relationships between the entities

• General events: extract different roles in general events (e.g. who did what to whom

when and where)

However, only the first level was completed in the system.

From the above analysis we can see that IE-based systems lie somewhere between the

knowledge-intensive and the data-intensive methods. The advantage of them is that the burden



CHAPTER 1. INTRODUCTION 13

of deriving and comparing the semantic and logic similarity of question and answer is released

to some degree.

Redundancy-based QA The two other systems that also imported pattern-matching tech-

niques into the query answer-matching process are MultiText [Clarke et al., 2000] and AskMSR

[Dumais et al., 2002]. In MultiText, the patterns used consist of regular expressions with simple

hand-coded extensions.

AskMSR just applies simple string-based manipulations in the query rewriting to formulate

the patterns. The rewrite rule is a triple of the form [string, L/R/-, weight], where “string” is

the reformulated search query, “L/R/-” indicates the position in the text where the answer is

expected to find with respect to the query string (left, right or anywhere) and “weight” is a

confidence figure for a particular query. If a query pattern is more likely to find the correct

answer, it will have a higher weight than others. The following is an example [Dumais et al.,

2002]:

Question: Who created the character of Scrooge?
Rewrite1: [created + the character + of Scrooge, left, 5]
Rewrite2: [+the character + of Scrooge + was created + by, right, 5]

However, the matching process is not the only component that helps find the answer in the

two systems. The redundancy of the data is further explored to obtain the answer. The idea that

data redundancy can be applied to question answering is basically the same in the two systems

with slight differences. As indicated by [Clarke et al., 2001], the hypothesis was that correct

answers could be distinguished from other candidates solely by their repeated occurrence in

relevant passages.

The hypothesis is implemented by assigning weights to the candidate answers. In Multi-

Text, after the pattern matching, the retrieved answer candidates are ranked according to the

sum of the weights of the candidate answer terms that they contain. To calculate the term

weights, [Clarke et al., 2001] used an idf -like formula with a redundancy parameter. The re-

dundancy parameter is defined as the number of retrieved passages in which a particular term

appears. In the answer generation process, the segment in a passage that maximizes the sum of

the term weights it contains is extracted. MultiText ranked among the top five systems in the

TREC-10 main task and list task evaluation.
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In AskMSR, the n-grams (1-, 2-, 3- grams) in the retrieved passages are the candidates

to be ranked. The weight of an n-gram depends on the confidence value of the rewrite rules

that generated it (“5” in the above example of rewrite rules). The confidence values in all the

unique retrieved passages in which the n-gram occurred are summed up to obtain the score of

the n-gram. The n-grams are then filtered and re-weighted by a set of manually constructed

heuristics. Finally, the remaining ones are tiled to get the answer. Tiling forms longer n-grams

by merging overlapping shorter n-grams. For example, “A B C” and “B C D” is tiled into “A B

C D.” Compared with MultiText, the system does not need the corpus to be full-text indexed,

nor does it need global term weights. However, AskMSR performs worse then MultiText. It

was not in the top eight systems in the TREC-10 evaluation.

Although AskMSR was not so successful as MultiText in TREC-10, the idea that redun-

dancy can help find the answer by using only simple patterns is verified by Dumais et al.

[2002]. Their results show that the system performs much better on Web data than on the

TREC data (the former is much larger than the latter). It is the same in MultiText. Compared

with other approaches, a major contribution of redundancy-based methods is that they explore

the relationships among good answer candidates. The correct answer of a question may be

very difficult to identify because of its complicated formulation. However, it may be promoted

by many relevant answer candidates that have simpler phrasings. This important information

is ignored in other approaches.

Statistical QA Not many systems explored statistical approaches for FBQA. This might be

because the potential of statistical models had not been realized in late 90’s. Among the top-

ranked systems in TREC-10, only one system [Ittycheriah et al., 2001] included a statistical

model.

The system architecture in [Ittycheriah et al., 2001] is similar to the general architecture de-

scribed in section 1.3. The statistical model is not applied to the whole system but rather on two

components of the system: answer-type prediction and answer selection. The NE recognition

is also implemented by using the statistical method. All three tasks are viewed as classification

problems and the maximum-entropy models are constructed with three different feature sets.

The answer types include the standard categories of NE in the Message Understanding Con-
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ference (MUC) plus two more types: reason for why questions and phrase for all the others.

The features take care of unigrams, bigrams, PoS, the position of the question words, as well

as some expansion in WordNet. In answer selection, 31 features related to sentence, entity,

definition, and linguistics (e.g. the answer candidate is either in the subject or object position

etc.) are constructed. The NE annotation cares about the words, morphs, PoS, and grammar

flags.

For the answer-type classification, 3300 questions were annotated manually before training.

The training set for the answer-selection task is 400 question–answer pairs from TREC-8 and

TREC-9. Because of the availability of the training data for the categories of NE, the answer

types are almost confined to the MUC classes. The difficulty of obtaining enough training data

is one problem that affects the system performance.

The statistical model works well in the answer-type identification task (accuracy 90.5%).

The results for NE recognition are not reported in the paper, although it is indicated by error

analysis that the performance is good. This system is one of the top-ranked systems in TREC-

10, which indicates the effectiveness of using statistical models in FBQA.

1.4.3 Summary

Data-intensive approaches try to answer questions without deeply understanding the meaning

of the questions and the answer text. This reduces the complexity of the system model. How-

ever, as we see from the above discussion, a pure data-based method is not enough to construct

a system with high accuracy, because proper knowledge plays an important role in question

analysis, which forms the guide in answer searching.

1.5 Non-factoid QA

In comparison to FBQA, NFQA is much less understood by researchers. However, it is such an

important area that it is attracting more and more research interest [Niu et al., 2003; Diekema

et al., 2003; Stoyanov et al., 2005; DUC, 2005].

NFQA deals with more complex information needs. We observe two distinct characteristics

of NFQA as compared to FBQA.
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• Non-factoid questions usually cannot be answered using a word or phrase, such as

named entities. Instead, answers to these questions are much more complex, and often

consist of multiple pieces of information from multiple sources.

• Compared to FBQA, in which an answer can be judged as true or false, NFQA needs

to determine what information is relevant in answer construction.

Some examples of non-factoid questions are as follows.

In a patient with a generalized anxiety disorder, does cognitive behaviour or relaxation therapy

decrease symptoms?

Was the most recent presidential election in Zimbabwe regarded as a fair election? [Stoyanov et al.,

2005]

What advantages/disadvantages does an Aluminum alloy have over Ti alloy as the core for a hon-

eycomb design? [Diekema et al., 2003]

Symptoms in the first question is a general concept, any clinical outcome of cognitive behaviour

or relaxation therapy in anxiety disorder could be relevant. These outcomes could be different

for different patient groups (e.g. different age groups); they may be positive in some clinical

trials while negative in some others. All this evidence should be taken into account in con-

structing the answer. For the second question, it is not easy to reach an answer of yes or no.

In fact, it might not be possible to do so, as it is very likely that both answers have supporters.

Neither of them should be ignored in the answer. In addition, to either positive or negative atti-

tude, information describing the reasons can be highly desirable. To answer the third question,

we need to synthesize information on various aspects that the two metals are compared.

Because of the complex answers, current FBQA techniques will have difficulty in answer-

ing non-factual questions. Therefore, it is important to develop new strategies and techniques

to address new challenges in NFQA.

1.5.1 Clinical question answering as NFQA

Clinicians often need to consult literature on the latest information in patient care, such as side

effects of a medication, symptoms of a disease, or time constraints in the use of a medication.
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The published medical literature is an important source to help clinicians make decisions in

patient treatment [Sackett and Straus, 1998; Straus and Sackett, 1999]. Studies have shown

that searching the literature can help clinicians answer questions regarding patient treatment

[Gorman et al., 1994; Cimino, 1996; Mendonça et al., 2001]. It has also been found that if

high-quality evidence is available in this way at the point of care—e.g., the patient’s bedside—

clinicians will use it in their decision making, and it frequently results in additional or changed

decisions [Sackett and Straus, 1998; Straus and Sackett, 1999]. The practice of using the

current best evidence to help clinicians in making decisions on the treatment of individual

patients is called evidence-based medicine (EBM).

Questions posed by clinicians in patient treatment present interesting challenges to an

NFQA system. For a clinical question, it is often the case that more than one clinical trial

with different experimental settings will have been performed. Results of each trial provide

some evidence on the problem. To answer such a question, all this evidence needs to be taken

into account, as there may be duplicate evidence, partially agreed-on evidence, or even con-

tradictions. A complete answer can be obtained only by synthesizing these multiple pieces of

evidence, as shown in Figure 1.4. In our work, we take EBM as an example to investigate

NFQA. Our targets are questions posed by physicians in patient treatment.

Clinical question: Are calcium channel blockers effective in reducing mortality in acute

myocardial infarction patients?

Evidence1: . . . calcium channel blockers do not reduce mortality, . . . may increase mortality.

Evidence2: . . . verapamil versus placebo . . . had no significant effect on mortality.

Evidence3: . . . diltiazem significantly increased death or reinfarction.

Evidence4: . . . investigating the use of calcium channel blockers found a non-significant

increase in mortality of about 4% and 6%.

Figure 1.4: Example of a clinical question, with corresponding evidence from Clinical Evi-

dence.
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1.5.2 Current research in NFQA

Unlike FBQA, in which the main research focuses on wh- questions (e.g. when, where, who) in

a rather general domain, most work in NFQA starts with a specific domain, such as terrorism, or

a specific type of question, such as opinion-related questions. The complexity of NFQA tasks

may account for this difference. In this section, current work in NFQA is reviewed according

to different research problems of the QA task that it addresses.

Question processing Because the information needs are more complex, some work put more

efforts on understanding questions. Hickl et al. [2004], Small et al. [2004] and Diekema et al.

[2003] suggest answering questions in an interactive way to clarify questions step by step. In

addition, Hickl et al. argue that decomposition of complex scenarios into simple questions is

necessary in an interactive system. As an example, the complex question What is the current

status of India’s Prithvi ballistic missile project? is decomposed into the following questions

[Hickl et al., 2004]:

1. How should ‘India’ be identified?

2. Pre-independence or post-independence, post-colonial, or post-1947 India?

3. What is ‘Prithvi’?

4. What does Prithvi mean?

5. What class of missiles does Prithvi belong to?

6. What is its range/payload, and other technical details?

7. ...

They propose two approaches to the decomposition: by approximating the domain-specific

knowledge for a particular set of domains, and by identifying the decomposition strategies

employed by human users. Preliminary results from two dialog pilot experiments suggest five

strategies for question decomposition employed by experts that could be helpful in automatic

decomposing complex questions.
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Following that work, Harabagiu et al. [2004] derived intentional structure and the implica-

tures enabled by it for decomposing of complex questions, such as What kind of assistance has

North Korea received from the USSR/Russia for its missile program? The authors claim that

intentions that the user associate with the question may express a set of intended questions; and

each intended question may be expressed as implied questions. The intended questions of this

example include What is the USSR/Russia? What is assistance? What are the missiles in the

North Korean inventory? Then, these intended questions further have implied questions, such

as Is this the Soviet/Russian government? Does it include private firms, state-owned firms,

educational institutions, and individuals? Is it the training of personnel? What was the devel-

opment timeline of the missiles? Questions like Will Prime Minister Mori survive the crisis?

and Does Iraq have biological weapons? are also questions that this paper is interested in

[Harabagiu et al., 2004].

Two methods of generating the intentional structure of questions are explained by two ex-

amples in the paper. One is based on lexico-semantic knowledge bases (e.g. WordNet), and

the other uses the predicate-argument structures of questions. The authors claim that the inten-

tional structure may determine a different interpretation of the question, and answer extraction

depends on the semantic relations between the coerced interpretations of predicates and argu-

ments, although no details of evaluation are described in the paper.

The system HITIQA (High-Quality Interactive Question Answering) [Small et al., 2004]

also emphasizes interaction with user to understand the information needs, although it does not

attempt to decompose questions. During the interaction, the system asks questions to confirm

the user’s needs. After receiving yes or no from the user, the goal of searching is clearer. The

interaction is data-driven in that questions asked by the system are motivated from previous

results of information searching (which form the answer space).

Diekema et al. also suggest to have a question negotiation process for complex QA [Diekema

et al., 2003]. The QA system deals with real-time questions related to “Reusable Launch Ve-

hicles”. For example, broad-coverage questions like How does the shuttle fly?, and questions

about comparison of two elements such as What advantages/disadvantages does an Aluminum

alloy have over Ti alloy as the core for a honeycomb design? are typical in the domain. A

question-answering system architecture with a module of question negotiation between the
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system and the questioner is proposed in the paper.

Matching of question and answer Berger et al. [2000] describe several interesting models

to find the connection between question terms and answer terms.

• tf · idf . This model is different from the standard tf · idf calculation. The conventional

IR vector space model is applied in QA by taking the question and answer as different

documents.

Given an m-word question q = {q1, q2, ..., qm}, and an n-word answer a = {a1, a2, ..., an},

the adapted cosine similarity between the question and the answer is given by the fol-

lowing formula [Berger et al., 2000]:

score(q, a) =

∑

w∈q,a λ2
w · fq(w) · fa(w)

√

∑

w∈q fq(w)2 ·
∑

w∈a fa(w)2
, (1.1)

where

λw = idf(w) = log

(

|D|

|{d ∈ D : fd(w) > 0}|

)

. (1.2)

where fd(w) is the number of times word w appears in document d. Here a document

is an answer; D is the entire set of answers.

• Mutual information for query expansion. Instead of searching for terms for query

expansion in a large knowledge taxonomy such as WordNet, a model for calculating

the mutual information of query terms and answer terms is built. In this model, the

mutual information of any pair of terms appearing in the training set of paired questions

and answers is calculated. This can be used to locate the most relevant terms in the

answer that are correlated with any question term. These terms are expected to be good

candidates for expanding the query.

• Statistical translation model. Taking a machine translation view of the QA problem,

the question and answer can be treated as two different languages. The model is built

to learn how an answer a corresponds to a question q by calculating p(q|a).



CHAPTER 1. INTRODUCTION 21

As indicated by [Berger et al., 2000], these models are presented for a problem slightly

different from a typical QA task. It is to find answers within a large collection of candidate

responses. The responses are supposed to be correct answers to the questions. It is not men-

tioned in the paper if there are only one-to-one relations between questions and answers. Since

the answers are created according to the questions, it may be the case that the phrasing of

question and answer has more overlap than it does in the general QA task. Also, answers to

different questions may be easier to distinguish. Although such differences exist, the essence

of the answer-finding task and the QA task are the same. Models explored by the former may

adapt to the latter as well. Soricut and Brill [2006] extend Berger’s work to answer FAQ-like

questions. In their work, although FAQ question and answer pairs are used as training data, the

goal is to extract answers from documents on the web, instead of pairing up existing questions

and answers in FAQ corpora. Taking questions and answers as two different languages, a ma-

chine translation model is applied in the answer extraction module to extract three sentences

that maximize the probability p(q | a) (q is the question and a is the answer) from the retrieved

documents as the answer.

In system HITIQA, frame structure is used to represent the text, where each frame has

some attributes. For example, a general frame has frame type, topic, and organization. During

the processing, frames will be instantiated by corresponding named entities in the text. In

answer generation, text in the answer space is scored by comparing their frame structures with

the corresponding goal structures generated by the system according to the question. Answers

consist of text passages from which the zero conflict frames are derived. The correctness of the

answers were not evaluated directly. Instead, the system was evaluated by how effective it is in

helping users to achieve their information goal. The results of a three-day evaluation workshop

validated the overall approach.

Cardie et al. [2003] aims to answer questions about opinions (multi-perspective QA), such

as: Was the most recent presidential election in Zimbabwe regarded as a fair election?, What

was the world-wide reaction to the 2001 annual U.S. report on human rights?. They devel-

oped an annotation scheme for low-level representation of opinions, and then proposed using

opinion-oriented scenario templates to act as a summary representation of the opinions. Possi-

ble ways of using the representations in multi-perspective QA are discussed. In related work,
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Stoyanov et al. [2005] analyzed characteristics of opinion questions and answers and show

that traditional FBQA techniques are not enough for multi-perspective QA. Results of some

initial experiments show that using filters that identify subjective sentences is helpful in multi-

perspective QA.

Summary

The typical work discussed here shows the state-of-the-art in NFQA. Most systems are investi-

gating complex questions in specific domains or of particular types. Although interesting views

and approaches have been proposed, most work is at the initial stage, describing the general

framework or potential useful approaches to address characteristics of NFQA.

As mentioned in section 1.1, our work on NFQA is in the medical domain. Clinical QA

as an NFQA task, presents challenges similar to those of the tasks described in the previous

subsection. Our work is to investigate these challenges by addressing a key issue: what in-

formation is relevant? We do not attempt to elicit such information by deriving additional

questions, such as performing question decomposition [Hickl et al., 2004] or through interac-

tive QA [Small et al., 2004]. Instead, we aim to identify the best information available in a

designated source to construct the answer to a given question. The next chapter will describe

our approach based on semantic class analysis.

1.6 Overview of contributions of thesis

This thesis focuses on a new branch of the question-answering task – NFQA. We show the

difference between NFQA and FBQA by analyzing new characteristics of NFQA. We claim

that answers to NFQA are usually more complex than named entities, and multiple pieces of

information are often needed to construct a complete answer. We propose a novel approach to

address these characteristics. Important subtasks in different modules of the new approach are

identified, and automatic methods are developed to solve the problems.

To achieve these goals, we propose to use semantic class analysis in NFQA and use frame

structure to represent semantic classes. We develop rule-based approaches to identify instances

of semantic classes in text. Two important properties of semantic classes (cores and polarity)
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are identified automatically. We show that the problem of relevance and redundancy in con-

structing answers is closely related to text summarization and build a summarization system to

extract important sentences.

The QA approach based on semantic class analysis An event or scenario describes rela-

tions of several roles. Therefore, roles and their relations represent the gist of a scenario. We

use semantic classes to refer to the essential roles in a scenario and propose an approach us-

ing semantic class analysis as the organizing principle to answer non-factoid questions. This

approach contains four major components:

• Detecting semantic classes in questions and answer sources

• Identifying properties of semantic classes

• Question-answer matching: exploring properties of semantic classes to find relevant

pieces of information

• Constructing answers by merging or synthesizing relevant information using relations

between semantic classes

We investigate NFQA in the context of clinical question answering, and focus on three semantic

classes that correspond to roles in the commonly accepted PICO format of describing clinical

scenarios. The three classes are: the problem of the patient, the intervention used to treat the

problem, and the clinical outcome. Interpretation of any treatment scenario can be derived

using the three classes. This semantic class-based approach is described in Chapter 2.

Extracting semantic classes and analyzing their relations We use rule-based approaches

to identify clinical outcomes and relations between instances of interventions in sentences. In

QA, extracted clinical outcomes can be used directly to answer questions about outcomes of

interventions. In the combination approach of outcome identification that we developed, a set

of cue words that signal the occurrence of an outcome are collected and classified according to

their PoS tags. For each PoS category, the syntactic components it suggests are summarized to

derive rules for identifying boundaries of outcomes. This approach can potentially be applied to
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identify or extract any semantic class. We identify six common relationships between different

instances of interventions in a sentence and develop a cue-word based approach to identify

the relations automatically. These relationships will improve accuracy of matching between

questions and their answers. They can also improve document retrieval. After the index is built

for these relations, they can be queried directly. Instances of semantic classes and their relations

can be filled in predefined frame structures. Such information in free text is then represented by

a more-structured data format that is easier for further processing. The combination approach

and relation analysis are presented in Chapter 3.

Identifying cores of semantic classes We use the term core to refer to the smallest frag-

ment of an instance of a semantic class that exhibits information rich enough for deriving a

reasonably accurate understanding of the class. We found that cores are an important prop-

erty of semantic classes as they can be the only clues to find the right answers. In Chapter 4,

we show how cores of interventions, problems, and outcomes in a sentence can be identified

automatically by developing an approach exploring semi-supervised learning techniques. This

approach can be applied to identify cores of other semantic classes that have similar syntactic

constituents, and it can be adapted to other semantic classes that have different syntactic con-

stituents. This approach can potentially be applied to other classification problems that aim

to group similar instances as well, e.g., word sense disambiguation. The concept of cores of

semantic classes is pertinent to many tasks in computational linguistics. For example, cores

are related to named entities. Some cores of semantic classes are named entities, while many

are not. Cores as a new type of semantic unit extends the idea of named entities and the appli-

cations that rely on named entity identification.

Detecting polarity of clinical outcomes A clinical outcome may be positive, negative or

neutral. Polarity is an inherent property of clinical outcomes. This information is mandatory

to answer questions about benefits and harms of an intervention. Information on negative

outcomes is often crucial in clinical decision making. We develop a method using a supervised

learning model to automatically detect polarity of clinical outcomes. We show that this method

has similar performance on different sources of medical text. We also identify a cause of the
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bottleneck of performance using supervised learning approaches in polarity classification. The

polarity detection task is discussed in Chapter 5.

Extracting components for answers We built explicit connection between text summariza-

tion and identifying answer components in NFQA, and construct a summarization system that

explores a supervised classification model to extract important sentences for answer construc-

tion. We investigate the role of clinical outcomes and their polarity in this task. The system is

presented in Chapter 6.



Chapter 2

Our approach for NFQA: semantic class

analysis

As discussed in Chapter 1, answers in NFQA are not named entities and often consist of mul-

tiple pieces of information. In response to these major characteristics of NFQA, we propose

to use frame-based semantic class analysis as the organizing principle to answer non-factual

questions.

We investigated NFQA in the context of clinical question answering. In this chapter, we

discuss the approach of semantic class analysis and how our work fits in the general QA frame-

work.

2.1 Our approach of semantic class analysis

Clinical questions often describe scenarios. For example, they may describe relationships be-

tween clinical problems, treatments, and corresponding clinical outcomes, or they may be

about symptoms, hypothesized disease and diagnosis processes. To answer these questions,

essentially, we need an effective schema to understand scenario descriptions.

26
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2.1.1 Representing scenarios using frames

Semantic roles Our principle in answering non-factual questions developed from the view-

point that semantics of a scenario or an event is expressed by the semantic relationships be-

tween its participants, and such semantic relationships are defined by the role that each partic-

ipant plays in the scenario. These relationships are referred to as semantic roles [Gildea and

Jurafsky, 2002], or conceptual roles [Riloff, 1999]. This viewpoint can date back to frame se-

mantics, posed by Fillmore [1976] as part of the nature of language. Frame semantics provides

a schematic representation of events/scenarios that have various participants as roles. In our

work, we use frames as our representation schema for the semantic roles involved in questions

and answer sources.

Research on semantic roles has proposed different sets of roles ranging from the very

general to the very specific. The most general role set consists of only two roles: PROTO-

AGENT and PROTO-PATIENT [Dowty, 1991; Valin and Robert, 1993]. Roles can be more

domain-specific, such as perpetrators, victims, and physical targets in a terrorism domain. In

question-answering tasks, specific semantic roles can be more instructive in searching for rel-

evant information, and thus more precise in pinpointing correct answers. Therefore, we take

domain-specific roles as our targets.

The treatment frame Patient-specific questions in EBM usually can be described by the so-

called PICO format [Sackett et al., 2000] in the medical domain. In a treatment scenario, P

refers to the status of the patient (or the problem), I means an intervention, C is a comparison

intervention (if relevant), and O describes the clinical outcome. For example, in the following

question:

Q: In a patient with a suspected myocardial infarction does thrombolysis decrease the risk of

death?

the description of the patient is patient with a suspected myocardial infarction, the intervention

is thrombolysis, there is no comparison intervention in this question, and the clinical outcome

is decrease the risk of death. Originally, PICO format was developed for therapy questions

describing treatment scenarios and was later extended to other types of clinical questions such

as diagnosis, prognosis, and etiology. Representing clinical questions with PICO format is
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widely believed to be the key to efficiently finding high-quality evidence [Richardson et al.,

1995; Ebell, 1999]. Empirical studies have shown that identifying PICO elements in clinical

scenarios improves the conceptual clarity of clinical problems [Cheng, 2004].

We found that PICO format highlights several important semantic roles in clinical scenar-

ios, and can be easily represented using the frame structure. Therefore, we constructed a frame

based on it. Since C mainly indicates a comparison relation to I, we combined the comparisons

as one filler of the same slot intervention in the frame, connected by a specific relation. We fo-

cus on therapy-related questions and built a treatment frame that contains three slots, as shown

in Table 2.1.

Table 2.1: The treatment frame

P: a description of the patient (or the problem)

I: an intervention

O: the clinical outcome

A slot in a frame designates a semantic class (corresponds to a semantic role or a conceptual

role), and relations between semantic classes in a scenario are implied by the design of the

frame structure. The treatment frame expresses a cause-effect relation: the intervention for the

problem results in the clinical outcome.

When applying this frame to a sentence, we extract constituents in the sentence to fill in

the slots in the frame. These constituents are instances of semantic classes. In this thesis, the

terms instances of semantic classes and slot fillers are used interchangeably. Some examples

of the instantiated treatment frame are as follows.

Sentence: One RCT [randomized clinical trial] found no evidence that low molecular weight hep-

arin is superior to aspirin alone for the treatment of acute ischaemic stroke in people with atrial

fibrillation.

P: acute ischaemic stroke in people with atrial fibrillation

I: low molecular weight heparin vs. aspirin

O: no evidence that low molecular weight heparin is superior to aspirin
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Sentence: Subgroup analysis in people with congestive heart failure found that diltiazem signifi-

cantly increased death or reinfarction.

P: people with congestive heart failure

I: diltiazem

O: significantly increased death or reinfarction

Sentence: Thrombolysis reduces the risk of dependency, but increases the risk of death.

P: —

I: thrombolysis

O: reduces the risk of dependency, but increases the risk of death

The first example states the result of a clinical trial, while the second and third depict

clinical outcomes. We do not distinguish the two cases in this study, and treat them in the same

manner.

How is it related to information extraction (IE)? Our approach of semantic class analysis

has a close relation to IE, in which domain-specific semantic roles are often explored to identify

predefined types of information from text [Riloff, 1999]. Our approach shares the same view

with IE that semantic classes/roles are the keys to understand scenario descriptions. Frames are

also used in IE as the representation scheme. Nevertheless, in our work, as shown by the above

examples of treatment frames, the syntactic constituents of an instance of a semantic class can

be much more complex than those of traditional IE tasks, in which slot fillers are usually named

entities [Riloff, 1999; TREC, 2001]. Therefore, approaches based on such semantic classes go

beyond named-entity identification, and thus will better adapt to NFQA. In addition, extracting

instances of semantic classes from text is not the ultimate goal of QA. Frame representation of

semantic classes provides a platform for matching between questions and answers in our QA

system. We propose to conduct further analysis on semantic classes to search for answers to

non-factual questions, which will be described in the following subsection.
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2.1.2 Main components of a QA system guided by semantic class analysis

We propose to use semantic class analysis to guide the process of searching for answers to

non-factual questions.

With semantic class analysis as the organizing principle, we identify four main components

of our QA system:

• Detecting semantic classes in questions and answer sources

• Identifying properties of semantic classes

• Question-answer matching: exploring properties of semantic classes to find relevant

pieces of information

• Constructing answers by merging or synthesizing relevant information using relations

between semantic classes

To search for the answer to a question, the question and the text in which the answer may

occur will be processed to detect the semantic classes. A semantic class can have various

properties. These properties can be extremely valuable in finding answers, which we will

discuss in detail in Chapter 4, 5, and 6. In the matching process, the question scenario will be

compared to an answer candidate, and pieces of relevant information should be identified by

exploring properties of the semantic classes. To construct the answer, relevant information that

has been found in the matching process will be merged or synthesized to generate an accurate

and concise answer. The process of synthesizing scenarios relies on comparing instances of

semantic classes in these scenarios. For example, two instances are exactly the same or one is

the hypernym of the other.

Scenario questions are common in other domains as well. For instance, questions about

shipping events often depict relations between provider, receiver, and means; questions on

events like criticizing often contain a reviewer, an object, the reason, and the manner. Frame

semantics is a general representation schema for scenarios. Therefore, we expect that the main

components in our QA approach can be applied to scenario questions in other domains rather

easily.
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2.1.3 The EPoCare Project

Our work is part of the EPoCare project (“Evidence at the Point of Care”) at the Univer-

sity of Toronto. The project aims to provide clinicians fast access at the point of care to the

best available medical information in published literature. Clinicians will be able to query

sources that appraise the evidence about the treatment, diagnosis, prognosis, etiology, and

prevalence of medical conditions. In order to make the system available at the point of care,

the question-answering system will be accessible using hand-held computers. The project is an

interdisciplinary collaboration that involves research in several disciplines. Project members

in Industrial Engineering and Cognitive Psychology are investigating the design of the system

through a user-centered design process, in which requirements are elicited from end users who

are also involved in the evaluation of the prototypes. Project members in Knowledge Manage-

ment and Natural Language Processing aim to ensure that the answers to queries are accurate

and complete. And project members in Health Informatics will test the influence of the system

on clinical decision-making and clinical outcomes.

Figure 2.1 shows the architecture of the system. There are three main components in the

system. The data sources are stored in an XML document database. The EPoCare server

uses this database to provide answers to queries posed by clinicians. The knowledge base is

the source of medical terminologies.

Data sources The current data sources include the reviews of experimental results for clin-

ical problems that are published in Clinical Evidence (CE) (version 7) [Barton, 2002], and

Evidence-based On Call (EBOC) [Ball and Phillips, 2001].

• CE is a publication that reviews the current state of knowledge about the prevention

and treatment of clinical conditions. It is a source of evidence on the effects of clinical

interventions and it is updated every six months. The main content of CE is described

in natural language. Evidence in CE is organized by a hierarchy structure of disease

categories. In this structure, specific diseases are grouped together under each gen-

eral category of disease, as shown in figure 2.2. For each specific disease, the effects

of various interventions are summarized. CE is the text source that is used in most

experiments reported in this thesis.
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Figure 2.1: EPoCare system architecture.

• EBOC is another source that supports EBM. It provides the best available evidence

on important topics in clinical practice by reviewing and summarizing knowledge in

several databases, including the ‘Best Evidence’ CD-ROM, the Cochrane Library, and

PubMed. Topics in EBOC are arranged alphabetically, indexed by disease area. Unlike

CE, which has a focus on treatments, EBOC covers prevalence, clinical features, inves-

tigations, therapy, prevention, and prognosis. Summaries of the evidence are written

in natural language, and are often accompanied by tables containing data derived from

the original studies.

Both data sources are stored with XML mark-up in the database. The XML database is

manipulated by ToX, a repository manager for XML data [Barbosa et al., 2001]. Repositories

of distributed XML documents may be stored in a file system, a relational database, or remotely
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Acute atrial fibrilation

Acute myocardial infarction

Heart failure

Acute gastroenteritis in children

Acute otitis media

Asthma in children

...

...

Acute appendicitis

Anal fissure

Colonic diverticular disease

...

...

Cardiovascular disorders

Child health

Digestive system disorders

Stroke management

Figure 2.2: Disease categories in Clinical Evidence

on the Web. ToX supports document registration, collection management, storage and indexing

choice, and queries on document content and structure.

EPoCare server In the EPoCare server, the Knowledge Management team takes care of

keyword-based searching. A clinical query from the client is processed to form a database

query of keywords. The query is sent by the retriever to the XML document database to

retrieve relevant documents (e.g., a complete or partial section in CE) in the data sources using

keyword matching. The results are then passed to the query–answer matcher to find the answer

candidates. Finally, the best answer is determined and returned to the user.

The role of natural language processing is to allow the system to accept queries expressed in
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natural language and to better identify answers in its natural-language data sources. After rele-

vant documents are retrieved using the keyword-based matching, sentences in these documents

will be processed using natural language processing techniques to find accurate and concise

answers. Our work described in the following chapters can be adapted to several modules of

the EPoCare system, including the query-answer matcher and the answer extractor.

Knowledge base The Unified Medical Language System (UMLS) is a knowledge base of

medical terminologies. It is the major knowledge base in our work. UMLS contains three

knowledge sources.

• The Metathesaurus is the central vocabulary component that contains information about

biomedical and health-related concepts and the relationships among them. More than

one name can be used to refer to the same concept. Metathesaurus links them together.

There are 11 types of relationships between concepts in Metathesaurus, including syn-

onymy, broader, and narrower. Each concept in the Metathesaurus is assigned to at

least one semantic type from another component of UMLS – the Semantic Network.

• The Semantic Network is a network of the general categories or semantic types, such

as mental disability and pathological functions, to which all concepts in the Metathe-

saurus have been assigned. It provides a consistent categorization of all concepts repre-

sented in the UMLS Metathesaurus and the important relationships between them. The

2003AA release of the Semantic Network contains 135 categories and 54 relations. In

the Network, the categories are the nodes, and the relationships between them are the

links. The primary link in the Network is the isa link. In addition, non-hierarchical

relations are also identified, which belong to five major categories: physically related

to, spatially related to, temporally related to, functionally related to, and conceptually

related to.

• The SPECIALIST lexicon contains syntactic information about biomedical terms. It

covers commonly occurring English words and biomedical vocabulary. The lexicon

entry for each word or term records the syntactic, morphological, and orthographic

information.
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The following chapters discuss our work in three of the main components of our QA system.

Figure 2.3 shows how this work fits in the general QA architecture.
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Figure 2.3: Our work in the QA framework



Chapter 3

Identifying semantic classes in text:

filling the frame slots

This chapter discusses two problems in filling the treatment frame: identifying semantic classes

in text and analyzing relations between instances of a semantic class. In semantic class iden-

tification, we focus on clinical outcomes, as outcomes are often expressed by more complex

syntactic structures and are more difficult to label. In medical text, more than one intervention

is often mentioned in the treatment of a disease, and various types of relations are involved

between the interventions. These relations are analyzed automatically. We use rule-based ap-

proaches in these tasks.

3.1 Identifying clinical outcomes using

a combination approach

In medical text, the appearance of some words is found often to be a signal of the occurrence

of an outcome, and usually several words signal the occurrence of one single outcome. The

combination approach that we applied for identifying outcomes is based on this observation.

Our approach does not extract the whole outcome at once. Instead, it tries to identify the

different parts of an outcome that may be scattered in the sentence, and then combines them to

form the complete outcome.

36
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In the combination approach, different pieces of an outcome are identified by some lexi-

cal identifiers, which are referred to as cue words. Each occurrence of a cue word suggests

a portion of the expression of the outcome. Detecting all of them will increase the chance of

obtaining the complete outcome. Also, different occurrences of cue words provide more evi-

dence of the existence of an outcome. We evaluate the two phases of outcome identification

separately. The first step is detecting the occurrence of outcomes, and the second is determining

the boundaries of outcomes.

In the experiment, the text we use is from Clinical Evidence (CE). Two sections of CE

were analyzed for detection of outcome. Outcome information in the text was annotated by a

clinician. About two-thirds of each section (267 sentences in total) was taken as the analysis

examples to construct the rules, and the rest (156 sentences) as the test set.

3.1.1 Detecting clinical outcomes in text

Collecting cue words We manually analyzed the analysis examples, and found that cue

words of clinical outcomes belong to three PoS categories: noun, verb, and adjective. The

cue words we found in the analysis are listed in Figure 3.1. All the inflectional variants of the

cues are used as identifiers in the experiment.

Nouns: death benefit dependency outcome evidence harm difference risk deterioration

mortality disability independence survival significance

Verbs: improve reduce prevent produce increase decrease affect

Adjectives: beneficial harmful negative adverse superior effective

Figure 3.1: Cue words for detecting clinical outcomes

In the following examples, cue words are highlighted.

(1) Thrombolysis reduces the risk of dependency, but increases the risk of death.

(2) Lubeluzole has also been noted to have adverse outcome, especially at higher doses.
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Table 3.1: Results of identifying outcomes in CE

False False

Method Correct Positives Negatives Precision% Recall% F-score% Accuracy%

baseline 81 75 0 52 (81/156) 100 68 52

combination approach 67 14 14 83 (67/81) 83 83 82

(3) Several small comparative RCTs [randomized clinical trials] have found sodiumcro-

moglicate to be less effective than inhaled corticosteroids in improving symptoms and

lung function.

(4) In the systematic review of calcium channel antagonists, indirect and limited com-

parisons of intravenous versus oral administration found no significant difference in

adverse events.

The last two examples are different from other examples in that they express the outcomes

of clinical trials, which we refer to as “results” in the following description when necessary. A

“result” might contain a clinical outcome within it, as results often involve a comparison of the

effects of two (or more) interventions on a disease.

Evaluating the outcome detection task We evaluated the cue word method of detecting the

outcome on the test set. The result is shown in Table 3.1. A sentence that contains a clinical

outcome is a positive case. Eighty-one sentences in the test set contain outcomes, which is

52% of all the test sentences. This was taken as the baseline of the evaluation: assigning all

sentences in the test set to positive. By contrast, the accuracy of the cue word approach is 82%.

In error analysis, we found two main reasons that some outcomes were missed in the iden-

tification. One is that some outcomes do not have any cue word:

(5) Gastrointestinal symptoms and headaches have been reported with both montelukast

and zafirlukast.
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This example describes that two adverse events are associated with the treatment, which im-

plies a negative clinical outcome. This outcome is only expressed implicitly, and therefore

missed by the cue word-based approach.

The other reason is that although some words might be regarded as cue words, we did not

include them in our set; for example, fewer and higher. Adjectives were found to have the most

irregular usages in identifying outcomes. It is common for them to modify both interventions

and outcomes, as shown in the following examples:

(6) Growth was significantly slower in children receiving higher dose inhaled corticos-

teroids.

(7) At 12 weeks, mean morning PEFR (peak expiratory flow rate) was 4% higher in the

salmeterol group.

The word higher only signals a clinical outcome in the second example. Other adjectives such

as less, more, lower, shorter and longer have similar problems. If they are taken as identifiers

of outcomes then some false positives are very likely to be generated. However, if they are

excluded, some true outcomes will be missed.

There were 14 false positives in the result of the experiment. The main cause was that some

sentences contain cue words, and yet they did not provide any useful information:

(8) We found that the balance between benefits and harms has not been clearly established

for the evacuation of supratentorial haematomas.

(9) The third systematic review did not evaluate these adverse outcomes.

As mentioned at the beginning of this subsection, currently, the cue words for detecting

clinical outcomes were collected manually. In the next step of our work, we will investigate

automatic approaches such as bootstrapping to find cues.

3.1.2 Determining the textual boundary of clinical outcomes

After the occurrence of clinical outcomes is detected using the cue words, the next problem

is to determine their textual boundaries. Again, we rely on cue words to find the clue. As
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mentioned before, a single clinical outcome often has several cue words in its expressions. The

idea is that if the fragment of clinical outcome suggested by each cue word is identified, then

the complete outcome can be obtained by combining or merging these fragments. Because the

cue words belong to three PoS groups, we investigate the syntactic structure of the fragments

in a clinical outcome that may be suggested by each of the groups.

Developing boundary detection rules In the analysis set, we obtained the syntactic structure

of each sentence, as well as the PoS tags of words in the sentence using the Apple Pie parser

[Sekine, 1997]. This parser produces phrase and PoS information that is needed for our work.

It has various output formats, and one of them (shown in the following example) fits our task

well and is easy to process. Some examples of the output of the parser with PoS and phrase

information are listed in Figure 3.2. In the parsing trees, syntactic tags are all capitalized while

Sentence:

Thrombolysis reduces the risk of dependency, but increases the risk of death.

Output of the parser:

(S (NPL (NNPX Thrombolysis)) (VP (VP (VBZ reduces) (NP (NPL (DT the) (NN risk)) (PP

(IN of) (NPL (NN dependency))))) (, -COMMA-) (CC but) (VP (VBZ increases) (NP (NPL

(DT the) (NN risk)) (PP (IN of) (NPL (NN death)))))) (. -PERIOD-))

Sentence:

Lubeluzole has also been noted to have adverse outcome, especially at higher doses.

Output of the parser:

(S (NPL (NNPX Lubeluzole)) (VP (VBZ has) (ADVP (RB also)) (VP (VBN been) (VP (VBN

noted) (TOINF (VP (TO to) (VP (VB have) (NPL (JJ adverse) (NN outcome)) (, -COMMA-)

(PP (ADVP (RB especially)) (IN at) (NPL (JJR higher) (NNS doses))))))))) (. -PERIOD-))

Figure 3.2: Examples of output of Apple Pie Parser

words are not. Each word is attached with a PoS tag, which immediately precedes the word.

Phrases are marked by higher level parentheses starting with phrase tags. Syntactic tags in the

figure are explained in Appendix B.
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Three general rules are derived to guide the boundary determination from the parsing trees

of all sentences in the analysis example set:

• If a cue is a noun: The noun phrase that contains the noun will be part of the outcome.

• If a cue is a verb: The verb and its object (if the verb is in active voice) or its subject

(if the verb is in passive voice) together constitute one portion of the outcome.

• If a cue is an adjective: The corresponding adjective phrase or the noun phrase belongs

to the outcome.

In the first sentence in Figure 3.2, the verb reduces is a cue. According to the rule for

verbs, the noun phrase that immediately follows it is part of the outcome. Therefore, the risk of

dependency is included in the outcome. Similarly, the cue word increases identifies the risk of

death as part of the outcome. By combining the two parts, the complete description of outcome

is detected.

Cue words for the results of clinical trials are processed in a slightly different way. For

example, for difference and superior, any immediately following prepositional phrase is also

included in the results of the trial, as shown in Figure 3.3. The algorithm of the combination

approach is described in Appendix D.

Sentence:

In the systematic review of calcium channel antagonists, indirect and limited comparisons of

intravenous versus oral administration found no significant difference in adverse events.

Output of the parser:

(S (PP (IN In) (NP (NPL (DT the) (JJ systematic) (NN review)) (PP (IN of) (NPL (NN

calcium) (NN channel) (NNS antagonists))))) (, -COMMA-) (NP (NPL (ADJP (JJ indirect)

(CC and) (JJ limited)) (NNS comparisons)) (PP (IN of) (NPL (ADJP (JJ intravenous) (CC

versus) (JJ oral)) (NN administration)))) (VP (VBD found) (NPL (DT no) (JJ signifi-

cant) (NN difference)) (PP (IN in) (NPL (JJ adverse) (NNS events)))) (. -PERIOD-))

Figure 3.3: An example of cue word difference
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Table 3.2: Results of boundary detection of correctly identified outcomes in CE

Type of Overlap Number Percentage

Exact match 26 39

A entirely within B 19 28

B entirely within A 13 19

Both partially within the other 8 12

No match 1 1

A: Identified fragments; B: true boundary

Evaluating the boundary detection task Table 3.2 shows the result of boundary detection

for those outcomes that were correctly identified (i.e., the true positives in the previous outcome

detection task). The true boundary is the boundary of an outcome that was annotated manually.

The no match case means that there is a true outcome in the sentence but the program missed the

correct portions of text and marked some other portions as the outcome. The program identified

39% of the boundaries exactly the same as the true boundaries. In 19% of the samples, the true

boundaries were entirely within the identified fragments. The spurious text in them (the text

that was not in the true boundary) was found to be small in many cases, both in terms of

number of words and in terms of the importance of the content. The average number of words

correctly identified was 7 for each outcome and the number of spurious words was 3.4. The

most frequent content in the spurious text was the intervention used to obtain the outcome. In

the following examples, text in “〈〉” is the outcome (result) identified automatically, and text in

“{}” is spurious.

(10) The RCTs found 〈no significant adverse effects {associated with salmeterol}〉.

(11) The second RCT also found 〈no significant difference in mortality at 12 weeks {with

lubeluzole versus placebo}〉.

In the boundary detection task, again, adjectives are most problematic because of the great

variation in the expression of outcomes they suggest. In the following examples, the true

boundaries of outcomes are indicated by “[ ]”, and adjectives are highlighted.
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(12) Small RCTs with physiological rather than clinical end points found that giving β2

agonists by metered dose inhaler with spacer to wheezy infants was [〈 effective 〉],

[with less likelihood] than nebulisation [to show 〈 transient reduction of lung function

〉].

(13) Nebulised β2 agonists are known to cause [tachycardia, tremor, and hypokalaemia],

but [ 〈 serious adverse effects 〉 are rare].

In sentence (12), the adjective effective is part of the outcome. In sentence (13), the clause

that contains the adjective adverse is part of the outcome.

The correctness of the output of the parser also affects the performance, as shown in the

following example:

Sentence:

RCTs found no evidence that lubeluzole improved clinical outcomes in people with acute ischaemic

stroke.

Output of the parser:

(S (NPL (NNPX RCTs)) (VP (VBD found) (NPL (DT no) (NN evidence)) (NPL (DT that) (JJ

lubeluzole) (JJ improved) (JJ clinical) (NNS outcomes)) (PP (IN in) (NP (NPL (NNS people)) (PP

(IN with) (NPL (JJ acute) (JJ ischaemic) (NN stroke)))))) (. -PERIOD-))

The verb improve was incorrectly assigned to be an adjective in a noun phrase. Thus improve as

a verb cue word was missed in identifying the outcome. However, another cue word outcomes

was found, so the whole noun phrase containing outcomes was identified as the outcome. This

example also shows that missing one cue word in identifying the outcome can be corrected by

the occurrence of other cue words in the combination approach.

Related work

Machine-learning approaches and rule-based methods have been used for similar problems.

Gildea and Jurafsky [2002] used a supervised learning method to learn both the identifier of

the semantic roles defined in FrameNet such as theme, target, goal, and the boundaries of

the roles [Baker et al., 2003]. A set of features were learned from a large training set, and
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then applied to the unseen data to detect the roles. The performance of the system was quite

good. However, it requires a large training set for related roles. It is usually expensive and

time-consuming to obtain a large manually annotated data set.

Rule-based methods are explored in information extraction (IE) to identify roles to fill in

slots in some pre-defined templates [Català et al., 2003]. The rules are represented by a set

of patterns, and template role identification is usually conducted by pattern matching. Slots

indicating roles are embedded in these patterns. Text that satisfies the constraints of a pattern

will be identified, and the contents corresponding to the slots are extracted. This approach

has been proved to be effective in many IE tasks. However, pattern construction is very time-

consuming. In order to extract the roles and only the roles from text, their expressions have

to be customized specifically in patterns. Targets consisting of complex syntactic constituents,

e.g., clinical outcomes, will result in increasing difficulties in pattern construction, and less

coverage of the patterns.

In our combination approach, instead of building one pattern to extract complete infor-

mation of a target, as was done in most IE systems, we constructed simpler rules to identify

portions of the target and then combine them to get the complete information. We expect this

strategy to release some burden of manually creating patterns, especially for tasks having com-

plex targets. In addition, since it is a rule-based approach, it does not need a large manually

annotated training set. A limitation of this approach is that some connections between differ-

ent portions of an outcome may be missing. Also, a different set of cue words may need to be

collected when adapting to a new domain.

3.2 Analysis of Relations

More than one instance of semantic classes often occurs in a sentence; some instances are of

the same class, while some of them are not. For those of different semantic classes, i.e., inter-

vention, disease, and outcome, they often follow the relation implied by the frame structure.

In our treatment frame, it is a cause-effect relation: the use of the intervention to the disease

results in the outcome. For those of the same semantic class, e.g., intervention, we found that

various relations occur. As discussed in Section 2.1, scenarios are about semantic classes and
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their relations. In our approach of semantic class analysis, understanding such relations is an

important part of interpreting scenarios. These relations are the target of this section. We

only evaluate relations between different instances of intervention in a sentence, as we observe

that a sentence often mentions more than one intervention. Relations between diseases can be

analyzed in a similar way although they occur much less often than interventions.

Text from CE was analyzed manually to understand what relations are often involved and

how they are represented. Then, an approach was developed to automatically identify the

relations. The text for the analysis and test is the same as in the outcome identification task.

Interventions in the text were annotated by a clinician.

Collecting cue words and symbols As with outcome identification, we found that these re-

lations can be identified by a group of cue words or symbols. For example, the word plus refers

to the COMBINATION of two or more interventions, the word or, as well as a comma, often sug-

gests the ALTERNATIVE relation, and the word versus (or v) usually implies a COMPARISON

relation, as shown in the following examples:

(14) The combination of aspirin plus streptokinase significantly increased mortality at 3

months.

(15) RCTs found no evidence that calcium channel antagonists, lubeluzole, aminobutyric

acid agonists, glycine antagonists, or N-methyl-D-aspartate antagonists improve clin-

ical outcomes in people with acute ischaemic stroke.

(16) One systematic review found no short or long term improvement in acute ischaemic

stroke with immediate systemic anticoagulants (unfractionated heparin, low molecular

weight heparin, heparinoids, or specific thrombin inhibitors) versus usual care without

systemic anticoagulants.

It is worth noting that in CE, the experimental conditions are often explained in the description

of the outcomes, for example:

(17) Growth was significantly slower in children receiving higher dose inhaled corticos-

teroids (3.6cm, 95% CI 3.0 to 4.2 with double dose beclometasone v 5.1cm, 95% CI

4.5 to 5.7 with salmeterol v 4.5cm, 95% CI 3.8 to 5.2 with placebo).
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(18) It found that the addition for 4 weeks of oral theophylline versus placebo increased

the mean number of symptom free days (63% with theophylline v 42% with placebo;

P=0.02).

(19) Studies of adults with poor control on low dose inhaled steroid (see salmeterol v high

dose inhaled corticosteroids under adult asthma) have found greater benefit with ad-

ditional long-acting β2 agonists than with higher doses of inhaled steroid.

These conditions are usually in parentheses. They are often phrases and even just fragments

of strings that are not represented in a uniform way with the other parts of the sentence. Their

behavior is more difficult to capture and therefore the relations among the concepts in these de-

scriptions are more difficult to identify. Because they usually are examples and data, omission

of them will not affect the understanding of the whole sentence in most cases.

Six common relations and their cue words were found in the text which are shown in Table

3.3. Cue words and symbols between interventions were first collected from the training text.

Then the relations they signal were analyzed. Some cue words are ambiguous, for example,

and, and with. It is interesting to find that and in the text when it connects two interventions

usually suggests an alternative relation rather than a combination relation, as in the example:

(20) Both salmeterol and beclometasone improved FEV1 compared with placebo, but the

difference between beclometasone and salmeterol was not significant.

Compared with versus, plus, etc., and and with are weak cues as many of their appearances

in the text do not suggest a relation between two interventions.

Experiment On the basis of this analysis, an automatic relation analysis process was applied

to the test set. The test set is the same as in outcome identification. In the experiment, if a

cue presents between two interventions in a sentence, the relation of the interventions will be

detected. To deal with the case that more than one cue appear between two interventions, we

assigned priorities to cue words/symbols according to how strong they are. A cue with higher

priority determines the relation. And and with get lower priority compared to other cues. And

has higher priority than with. For “,” and “(”, they are cues only when they are the only symbols
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Table 3.3: Cue words/symbols for relations between interventions

Relation(s) Cue Words/Symbols

COMPARISON superior to, more than, versus,

compare with, between . . . and . . .

ALTERNATIVE or, “,”, and

COMBINATION plus, add to, addition of . . . to . . . ,

combined use of, and, with, “(”

SPECIFICATION with, “(”

SUBSTITUTE substitute, substituted for

PREFERENCE rather than

between two interventions. Therefore they do not need to be assigned priorities. Other cues

are not assigned priorities since they usually do not co-occur between two interventions. For

ambiguous cues and, with, and “(”, we assign the most frequent relation they indicate in the

analysis examples to any occurrence of them in the test set. Therefore, and suggests alternative

relations, with and “(” indicate specification relations.

The test process was divided into two parts: one took parenthetical descriptions into ac-

count (case 1) and the other one did not (case 2). In the evaluation, for sentences that contain

at least two interventions, “correct” means that the relation identified automatically is the same

as marked by the annotator, “wrong” indicates that the two are different. In a “missing” case,

a relation is ignored by the automatic approach. We did not evaluate the relation between any

two interventions in a sentence; instead, we only considered two interventions that are related

to each other by a cue word or symbol1 (including those connected by cue words other than the

set collected from the training text). The results of the two cases are shown in Table 3.4. Most

errors are because of the weak indicators with and and. As in the outcome identification task,

both the training and test sets are rather small, as no standard annotated text is available.

Some of the surface relationships in Table 3.3 reflect deeper relationships of the semantic

1There is only one implicit relation (a relation without a cue word identifier) for case 1 and case 2 respectively.
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Table 3.4: Results of relation analysis

Correct Wrong Missing False Positive

case 1 49 7 10 9

case 2 48 7 3 6

classes. For example, COMPARISON, ALTERNATIVE, and PREFERENCE imply that the two

(or more) interventions have some common effects on the disease(s) that are treated. The

SPECIFICATION relation, on the other hand, suggests a hierarchical relation between the first

intervention and the following ones, in which the first intervention is a higher-level concept and

the following interventions are at a lower level. For example, in example (16), systemic antico-

agulants is a higher-level concept, unfractionated heparin, low molecular weight heparin, etc.,

are examples of it that lie at a lower level.

3.3 Summary

This chapter describes our work in identifying clinical outcomes and analyzing relations be-

tween interventions. In question-answering, this information will be extracted to fill in the

question frame and frames of potential answers. In addition, the relations can be indexed to

improve document retrieval by supporting direct relation search. For example, if a user is

interested in a comparison study of two interventions, then specifying both the relation and

the interventions as the searching strategy will get more accurate results than just looking for

the interventions. It can be very important for medical information retrieval, as such relations

occur frequently in the text.



Chapter 4

Cores of semantic classes

In this chapter, we discuss a property of semantic classes – their cores.

In a frame structure, the slots in question and answer frames can be filled with either com-

plete or partial information. Consider the following example, where parentheses delimit each

instance of a semantic class (a slot filler) and the labels P (problem description), I (an interven-

tion), O (the clinical outcome) indicate the type of the instance:

Sentence:

Two systematic reviews in (people with AMI)P investigating the use of (calcium channel blockers)I

found a (non-significant increase in mortality of about 4% and 6%)O.

Complete slot fillers:

P: people with AMI

I: calcium channel blockers

O: a non-significant increase in mortality of about 4% and 6%

Partial slot fillers:

P: AMI

I: calcium channel blockers

O: mortality

The partial slot fillers in this example contain the smallest fragments of the corresponding

complete slot fillers that exhibit information rich enough for deriving a reasonably precise

answer. We use the term core to refer to such a fraction of a slot filler (instance of a semantic

49
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class).

4.1 Importance of cores

As discussed in Chapter 1, before the matching process, keyword-based document retrieval is

usually performed to find relevant documents that may contain the answer to a given question.

Keywords in the retrieval are derived from the question. Cores of semantic classes can be

extremely valuable in searching for such documents for complex question scenarios, as shown

in the following example.1

Question scenario:

A physician sees a 7-year-old child with asthma in her office. She is on flovent and ventolin

currently and was recently discharged from hospital following her fourth admission for asthma

exacerbation. During the most recent admission, the dose of flovent was increased. Her mother

is concerned about the impact of the additional dose of steroids on her daughter’s growth. This

is the question to which the physician wants to find the answer.

For a complex scenario description like this, the answer could be missed or drowned in irrel-

evant documents found by inappropriate keywords derived from the question. However, the

search can be much more effective if we have the information of cores of semantic classes, for

example, P: asthma, I: steroids, O: growth.

Similarly, semantics presented in cores can help filter out irrelevant information that cannot

be identified by searching methods based on simple string overlaps.

(21) In patients with myocardial infarction, do β blockers reduce all cause mortality and

recurrent myocardial infarction without adverse effects?

(22) In someone with hypertension and high cholesterol, what management options will

decrease his risk of stroke and cardiac events?

In question (21), the first occurrence of myocardial infarction is a disease and the second is part

of the clinical outcome. In question (22), stroke is part of the clinical outcome rather than a

disease to be treated, as it usually is. Obviously, string matching cannot distinguish between the

1The scenario is an example used in usability testing in the EPoCare project at the University of Toronto.
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two cases. By identifying and classifying cores of semantic classes, the relations between these

important semantic units in the scenarios are very clear. Therefore, documents or passages that

do not contain myocardial infarction or stroke as clinical outcomes can be discarded.

In addition, identifying cores of semantic classes in documents can facilitate the question-

answer matching process. Some evidence relevant to the above question scenario on asthma is

listed below, where boldface indicates a core:

Evidence1: A more recent systematic review (search date 1999) found three RCTs compar-

ing the effects of becolmetasone and non-steroidal medication on linear growth in children

with asthma (200 µg twice daily, duration up to maximum 54 weeks) suggesting a short-term

decrease in linear growth of -1.54 cm a year.

Evidence2: Two systematic reviews of studies with long term follow up and a subsequent long-

term RCT have found no evidence of growth retardation in asthmatic children treated with

inhaled steroids.

The evidence sentences here are from CE [Barton, 2002]. The clinical outcomes mentioned in

the evidence have very different phrasings — yet both pieces of the evidence are relevant to the

question. The pieces of evidence describe two distinct outcomes — that short-term decrease in

growth is found and that there is no effect on growth in some long-term studies. Missing any of

the outcomes will lead to an incomplete answer for the physician. Here, cores of the semantic

classes provide the only clue that both pieces of this evidence are relevant to this question and

should be included in the answer. Hence, a complete description of semantic classes does not

have to be found. In fact, such a description with more information could make the matching

harder to find because of the different expressions of the outcomes.

Finally, cores of semantic classes in a scenario are connected to each other by the relations

embedded in the frame structure. The frame of the treatment scenario contains a cause-effect

relation: an intervention used to treat a problem results in a clinical outcome.

In this chapter, we propose a method to automatically identify and classify the cores of

semantic classes according to their context in a sentence. We take the treatment frame as

an example, in which the goal is to identify cores of interventions, problems, and clinical

outcomes. For ease of description, we will use the terms intervention-core, disease-core, and

outcome-core to refer to the corresponding cores. We work at the sentence level, i.e., we
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identify cores in a sentence rather than a clause or paragraph. Two principles are followed

in developing the method. First, complete slot fillers do not have to be extracted before core

identification. Second, we aim to reduce the need for expensive manual annotation of training

data by using a semi-supervised approach.

4.2 Architecture of the method

In our approach, we first collect candidates of the target cores from sentences under consider-

ation. For each candidate, we classify it as one of the four classes: intervention-core, disease-

core, outcome-core, or other. In the classification, a candidate will get a class label according

to its context, its UMLS semantic types, and the syntactic relations in which it participates.

Figure 4.1 shows the architecture of the approach.

PoS Tagging

p(c | n) or tf · idf

UMLS

Syntactic Relations

Context Features

Domain Features

words corescandidates

(noun phrases)

Preprocessing Classification

Figure 4.1: Architecture of the approach of core identification

4.3 Preprocessing

In the preprocessing, all words in the data set are examined. The first two steps are to reduce

noise, in which some of the words that are unlikely to be part of real cores are filtered out.

Then, the rest are mapped to their corresponding concepts, and these concepts are candidates

of target cores.

PoS tagging Our observation is that cores of the three types of slot fillers are usually nouns

or noun phrases. Therefore, words that are not nouns are first removed from the candidate set.

PoS tags are obtained by using Brill’s tagger [Brill, 1993].
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Filtering out some bad nouns This step is the second attempt to remove noise from the

candidate set. Nouns that are unlikely to be part of real cores are considered as bad candidates.

Two research options of measures are used to evaluate how good a noun is.

• Extended tf · idf .

Let DocSet = {D1, · · · , Dd} be a set of documents, and NounSet = {N1, · · · , Nn}

be the set of nouns in DocSet. For any i ∈ [1..n] and j ∈ [1..d], let o#
ij be the number

of occurrences of Ni in Dj , and c#
i be the number of documents where Ni appears.

The score of Ni is defined as

scorei = maxj∈[1..d] (1 + tf ij)× idf i

where

tf ij =







log o#
ij : o#

ij > 0

0 : o#
ij = 0

and idf i = log(d/c#
i ).

The formula (1+ tf ij)× idf i is taken from [Manning and Sch’́utze, 1999], and it is the

traditional measure of informativeness of a word with regard to a document. After this

value is calculated for a noun in each document, the highest value of all the documents

is taken as the final score of the noun. Nouns with scores lower than a threshold are

removed from the candidate set. The threshold was set manually after observing the

scores of some nouns that frequently occur in the text. CE text is used to get the score

of a noun. For this, 47 sections in CE are segmented to 143 files of about the same

size. Each file is treated as a document. This measure is referred to as tf · idf in later

description.

• Domain specificity. We calculate the conditional probability p(c |n)= p(c , n)/p(n),

where c is the medical class, and n is a noun. It is the probability that a document is

in the medical domain c given it contains the noun n. Intuitively, intervention-cores,

disease-cores, and outcome-cores are domain-specific, i.e., a document that contains

them is very likely to be in the medical domain. For example, morbidity, mortality, as-

pirin, and myocardial infarction are very likely to occur in a medicine-related context.

This measure intends to keep highly medical domain-specific nouns in the candidate
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set. A noun is a better candidate if the corresponding probability is high. Text from

two domains is needed in this measure: medical text, and non-medical text. In our ex-

periment, we use the same 47 sections in CE as the medical class text (separated into

143 files of about the same size). For the non-medical class, we use Reuters-21578

text collection. The collection has 21,578 documents. These documents appeared on

the Reuters newswire in 1987, and they are collected 1000 to a file. We use it because

newswire stories are mainly in the general domain. One file (1000 documents) in the

Reuters collection are randomly selected for the calculation. Nouns whose probability

values are below a threshold (determined in the same manner as in the tf · idf measure)

are filtered out.

Mapping to concepts To this point, the candidate set consists of nouns. In many cases,

nouns are part of noun phrases (concepts) that are better candidates of cores. For example, the

phrase myocardial infarction is a better candidate of a disease-core than the noun infarction.

Therefore, a noun is mapped to its corresponding UMLS concept in the sentence. All the

concepts form the candidates of cores to be classified.

To find the concepts, a sentence is processed by the software MetaMap [Aronson, 2001].

MetaMap maps biomedical text to concepts in the UMLS Metathesaurus and finds their se-

mantic types in the semantic network of UMLS. The major steps in the mapping conducted by

MetaMap is outlined as follows.

1. Parsing. Text is parsed to get (mainly) simple noun phrases using the SPECIALIST

minimal commitment parser [National Library of Medicine, 2004].

2. Variant generation. For each phrase, variants are generated using the knowledge in the

SPECIALIST lexicon in UMLS and a database of synonyms. Various types of variants

are generated for a phrase word, including its acronyms, abbreviations, synonyms,

derivational variants, inflectional and spelling variants.

3. Candidate retrieval. Any string in Metathesaurus containing at least one of the variants

is retrieved as a candidate concept.
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4. Candidate evaluation. Each candidate is evaluated against the original phrase accord-

ing to some weighting schema. The candidates are then ordered according to the map-

ping strength.

5. Mapping construction. Candidates involved in the phrase are combined to construct

complete mappings, and the strength of the mappings is computed using the same

schema in candidate evaluation. Mappings with the highest strength represent the best

interpretation of MetaMap of the original phrase.

Figure 4.2 shows an example of the output of MetaMap. The sentence in the figure is

processed by MetaMap and only part of the output is shown. The complete output is listed

in Appendix E. In this example, MetaMap identified a concept myocardial infarction in the

sentence, which is in correspondence to the candidate noun infarction. Therefore, the phrase

myocardial infarction is used as a candidate, while the original noun infarction is not included

in the new candidate set.

4.4 Representing candidates using features

We expect that candidates in the same semantic class will have similar behavior. Therefore,

the idea of the classification is to group together similar candidates. The similarity is charac-

terized by syntactic relations, context information, and semantic types in UMLS. All features

are binary features, i.e., a feature takes value 1 if it is present; otherwise, it takes value 0.

Global syntactic relations Syntactic relations have been explored to group similar words

[Lin, 1998] and words of the same sense in word sense disambiguation [Kohomban and Lee,

2005].

Given the following sentences [Lin, 1998]:

A bottle of tezguino is on the table.

Everyone likes tezguino.

Tezguino makes you drunk.
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Sentence:

It found that the combined rate of myocardial infarction, stroke, or death was slightly lower in

the lower dose than in the higher dose groups at 3 months.

Output of MetaMap:

Phrase: “of myocardial infarction”

Meta Candidates (6)

1000 Myocardial Infarction [Disease or Syndrome]

861 Infarction [Finding,Pathologic Function]

861 Myocardial [Functional Concept]

805 MI <2> (Without) [Qualitative Concept]

789 MIS (Mullerian duct inhibiting substance) [Amino Acid, Peptide, or Protein,Hormone]

789 Myocardium [Tissue]

Meta Mapping (1000)

1000 Myocardial Infarction [Disease or Syndrome]

Phrase: “stroke”

Meta Candidates (1)

1000 Stroke (Cerebrovascular accident) [Disease or Syndrome]

Meta Mapping (1000)

1000 Stroke (Cerebrovascular accident) [Disease or Syndrome]

Phrase: “or”

Meta Candidates (0): <none>

Meta Mappings: <none>

Figure 4.2: Example of output of MetaMap
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We make tezguino out of corn.

Lin tried to infer that tezguino is similar to beer, wine, etc., i.e., it is a kind of drink, by

comparing syntactic relations in which each word participates.

Kohomban and Lee [2005] determine the sense of a word in a context by observing a

subset of all syntactic relations in the corpus that the word participates in. The hypothesis is

that different instances of the same sense will have similar relations.

In our work, we need to group cores of the same semantic class. Such cores may participate

in similar syntactic relations while those of different classes will have different relations. For

example, intervention-cores often are subjects of sentences, while outcome-cores are often

objects.

Candidates in our task are phrases, instead of words as in [Lin, 1998] and [Kohomban

and Lee, 2005]. Thus, we extend their approaches of analyzing relations between two words

to extract relations between a word and a phrase. This is done by considering all relations

between a candidate noun phrase and other words in the sentence. To do that, we ignore

relations between any two words in the phrase when extracting syntactic relations. Any relation

between a word not in the phrase and a word in the phrase is extracted. We use the Minipar

parser [Lin, 1994] to get the syntactic relations between words. After a sentence is parsed,

we extract relevant syntactic relations from the output of the parser. A relation is represented

using a triple that contains two words (one of them is in the noun phrase and the other is not)

and the grammatical relation between them. Figure 4.3 shows relevant triples extracted from

a sentence. The output of Minipar on this sentence is shown in Appendix F . Because long

distance relations are considered, the relation between thrombolysis and increases is captured.

In the feature construction, a triple is taken as a feature. The set of all distinct triples is the

syntactic relation feature set in the classification.

Local context Context of candidates is also important in distinguishing different classes. For

example, a disease-core may often have people with in its left context. However, it is very

unlikely that the phrase people with mortality will occur in the text.

As we mentioned, a sentence often contains several instances of semantic classes (hence

several cores) that we are interested in. Wide-window context is not of much use in differenti-
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Sentence:

Thrombolysis reduces the risk of dependency, but increases the chance of death.

Candidates:

thrombolysis, dependency, death

Relations:

(thrombolysis subj–of increase), (thrombolysis subj–of reduce)

(dependency pcomp-n–of of)

(death pcomp-n–of of)

Figure 4.3: Example of dependency triples extracted from output of Minipar parser.

ating these cores. In our experiment, we considered the two words on both sides of a candidate

(stop words were excluded). When extracting context features, all punctuation marks were

removed except the sentence boundary. The window did not cross boundaries of sentences.

We evaluated two representations of context: with and without order. In the ordered case,

local context to the left of the phrase is marked by -LLL, that to the right is marked by RRR-.

Symbols -LLL and RRR- are used only to indicate the order of text. For the candidate depen-

dency in Figure 4.3, the context features with order are: reduces-LLL, risk-LLL, RRR-increases,

and RRR-chance. The context features without order are: reduces, risk, increases, and chance.

This example shows a case where ordered context helps distinguish an intervention-core

from an outcome-core. If order is not considered, candidates thrombolysis and dependency

have overlapped context: reduces and risk. When taking order into account, they have no over-

lapped features at all – thrombolysis has features RRR-reduces and RRR-risk, while dependency

has features reduces-LLL and risk-LLL.

Domain features As described in the mapping to concepts step in the preprocessing, at the

same time of mapping text to concepts in UMLS, MetaMap also finds their semantic types.

Each candidate has a semantic type defined in the Semantic Network of UMLS. For example,

the semantic type of death is organism function, that of disability is pathologic function, and

that of dependency is physical disability. These semantic types are used as features in the
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Table 4.1: Number of Instances of Cores in the Whole Data Set

Intervention-core Disease-core Outcome-core Total

501 153 384 1038

classification.

4.5 Data set

Two sections of CE were used in the experiments. A clinician labeled the text for intervention-

cores and disease-cores. Complete clinical outcomes are also identified. Using the annotation

as a basis, outcome-cores were labeled by the author. The number of instances of each class is

shown in Table 4.1.

Data analysis In our approach, the design of the features is intended to group similar cores

together. As a first step to verify how well the intention is captured by the features, we observe

the geometric structure of the data.

In the analysis, candidates are derived using the domain specificity measure p(c |n). Each

candidate is represented by a vector of dimensionality D, where each dimension corresponds

to a single feature. The feature set consists of syntactic features, ordered context, and semantic

types. We map the high-dimensional data space to a low-dimensional space using the locally

linear embedding (LLE) algorithm [Roweis and Saul, 2000] for easy observation. LLE maps

high-dimensional data into a single global coordinate system of low dimensionality by recon-

structing each data point from its neighbors. The contribution of the neighbors, summarized

by the reconstruction weights, captures intrinsic geometric properties of the data. Because

such properties are independent of linear transformations that are needed to map the origi-

nal high-dimensional coordinates of each neighborhood to the low-dimensional coordinates,

they are equally valid in the low-dimensional space. In Figure 4.4, the data is mapped to a

3-dimensional space (the coordinate axes in the figure do not have specific meanings as they

do not represent coordinates of real data). Candidates of the four classes (intervention-core,
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disease-core, outcome-core, and other) are represented by (red) stars, (blue) circles, (green)

crosses, and (black) triangles, respectively. We can see that candidates in the same class are

close to each other, and clusters of data points are observed in the figure.
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Figure 4.4: Manifold structure of data

4.6 The model of classification

Because our classification strategy is to group together similar cores and the cluster structure

of the data is observed, we chose a semi-supervised learning model developed by Zhu et al.

[2003] that explores the cluster structure of data in classification. The general hypothesis of

this approach is that similar data points will have similar labels.

A graph is constructed in this model. In the graph, nodes correspond to both labeled and un-

labeled data points (candidates of cores), and an edge between two nodes is weighted according

to the similarity of the nodes. More formally, let (x1, y1), . . . , (xl, yl) be labeled data, where
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YL = y1, . . . , yl are corresponding class labels. Similarly, let (xl+1, yl+1), . . . , (xl+u, yl+u) be

unlabeled data, where YU = yl+1, . . . , yl+u are labels to be predicted. A connected graph

G = (V,E) can be constructed, where the set of nodes V correspond to both labeled and un-

labeled data points and E is the set of edges. The edge between two nodes i, j is weighted.

Weights wij are assigned to agree with the hypothesis; for example, using a radial basis func-

tion (RBF) kernel: wij = exp(−d2(xi, xj)/σ
2), we can assign larger edge weights to closer

points in Euclidean space.

Zhu et al. developed two approaches of propagating labels from labeled data points to

unlabeled data points which have the same solution to the problem (the optimum solution is

unique). One of them follows closely the intuition of the propagation, while the other is defined

within a better framework. The first is described here to help understand the intuition of the

model, and the second is depicted because it is used in the experiment.

The iteration approach In the prediction, labels are pushed from labeled points through

edges to all unlabeled points using a probabilistic transition matrix, where larger edge weights

allow labels to travel through easier. The (l + u)× (l + u) probabilistic transition matrix T is

defined as [Zhu and Ghahramani, 2002]:

Tij =
wij

∑l+u

k=1 wkj

where Tij is the probability moving from j to i. A label matrix B is a (l +u)× c matrix, where

c is the number of classes in the task, and each row represents the label probability distribution

of a data point.

In this problem setup, Zhu and Ghahramani proposed the label propagation algorithm:

1. Propagate B ← TB;

2. Row-normalize B to maintain the probability interpretation of the row;

3. Clamp the labeled data to keep the knowledge of originally labeled data;

4. Repeat from step 1 until B converges.

The label of a data point is determined by the largest probability in a row of B. It has been

proved that the algorithm converges. In fact, the solution can be directly obtained without

iterative propagation.
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Label propagation using Gaussian random fields In [Zhu et al., 2003], Zhu et al. for-

mulated the intuitive label propagation approach as a problem of energy minimization in

the framework of Gaussian random fields, where the Gaussian field is over a continuous

state space, instead of over discrete label set. The idea is to compute a real-valued function

f : V → R on graph G that minimizes the energy function E(f) = 1
2

∑

i,j wij(f(i)− f(j))2,

where i and j correspond to data points in the problem. The function f = argminfE(f)

determines the labels of unlabeled data points. This solution can be efficiently computed by

direct matrix calculation even for multi-label classification, in which solutions are generally

computationally expensive in other frameworks.

This approach propagates labels from labeled data points to unlabeled data points accord-

ing to the similarity on the edges, thus it follows closely the cluster structure of the data in

prediction. We expect it to perform reasonably well on our data set. It is referred to as “SEMI”

in the following description.

4.7 Results and analysis

We use SemiL [Huang et al., 2006], an implementation of the algorithm using Gaussian random

fields in the experiment. SemiL provides different options for classification, among them some

are pertinent to our problem setting:

• Distance type. The distance between two nodes can be either Euclidean distance or

Cosine distance.

• Kernel type. The function used to assign weights on the edge. We use RBF in our

experiment. The Sigma value in the RBF kernel is set heuristically using labeled data

(Sigma is set to be the median of the distance from each data point in the positive class

to its nearest neighbour in the negative class [Jaakkola et al., 1999].).2

• Normalization of the real-valued function f . It is designed to minimize the effect of

unbalanced data set in the classification. As our data is unbalanced, we turn on this

2For heuristically set Sigma values in the thesis, several other Sigma values were used to verify the setting,
and the results show that the performance is stable.
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parameter to treat each class equally.

The performance of using Euclidean distance and Cosine distance in the similarity measure

is compared in the experiment in Section 4.7.4. Default values are used for the rest of the

parameters.

We first evaluate the performance of the semi-supervised model on different feature sets.

Then, we compare the two candidate sets obtained by using tf · idf and domain specificity

p(c |n), respectively. Finally, we compare the semi-supervised model to a supervised approach

to justify the usage of a semi-supervised approach in the problem.

In all experiments, the data set contains all candidates of cores. Unless otherwise men-

tioned, the result reported is achieved by using the candidate set derived by p(c |n), the feature

set of the combination of syntactic relations, ordered context, and semantic types, and the dis-

tance measure of cosine distance. The result of an experiment is the average of 20 runs. In

each run, labeled data is randomly selected from the candidate set, and the rest is unlabeled

data whose labels need to be predicted. We make sure all classes are present in labeled data. If

any class is absent, we redo the sampling. The evaluation of the semantic classes is very strict:

a candidate is given credit if it gets the same label as given by the annotator, and the tokens it

contains are exactly the same as marked by the annotator. Candidates that contain only some

of the tokens matching the labels given by the annotators are treated as the other class in the

evaluation.

4.7.1 Experiment 1: Evaluation of feature sets

This experiment evaluates different feature sets in the classification. As described in section

4.3, two options are used in the second step of preprocessing to pick up good candidates. Here,

as our focus is on the feature set we report only results on candidates selected by p(c |n). The

number of instances of each of the four target classes in the candidate set is shown in Table 4.2

(The performance of candidate selection will be discussed in subsection 4.7.2).

Figure 4.5 shows the accuracy of classification using different combinations of four feature

sets: syntactic relations, ordered context, un-ordered context, and semantic types. We set a

baseline by assigning labels to data points according to the prior knowledge of the distribution
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Table 4.2: Number of Instances of Target Classes in the Candidate Set

Intervention-core Disease-core Outcome-core Others Total

298 106 209 801 1414
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tp: semantic types

Figure 4.5: Classification Results of Candidates

of the four classes, which has accuracy of 0.395. Another choice of baseline is to assign the

label of the majority class, others in this case, to each data point, which produces an accuracy

of 0.567. However, all the three classes of interest have accuracy 0 according to this baseline.

Thus, this baseline is not very informative in this experiment.

It is clear in the figure that incorporating new kinds of features into the classification results

in a large improvement in accuracy. Only using syntactic relations (rel in the figure) as features,
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the best accuracy is a little lower than 0.5, which is much higher than the baseline of 0.395. The

addition of ordered context (orderco) or no-order context features (co)) improved the accuracy

by about 0.1. Adding semantic type features (tp) further improved 0.1 in accuracy. Combining

all three kinds of features achieves the best performance. With only 5% of data as labeled

data, the whole feature set achieves an accuracy of 0.6, which is much higher than the baseline

of 0.395. Semantic type seems to be a very powerful feature set as it substantially improves

the performance on top of the combination of the other two kinds of features. Therefore, we

took a closer look at the semantic type feature set by conducting the classification using only

semantic types, and found that the result is even worse than using only syntactic relations. This

observation reveals interesting relations of the feature sets. In the space defined by only one

kind of features, data points may be close to each other, hence hard to distinguish. Adding

another kind sets apart data points in different classes toward a more separable position in the

new space. It shows that every kind of feature is informative to the task. The feature sets

characterize the candidates from different angles that are complementary in the task.

We also see that there is almost no difference between ordered and unordered context in

distinguishing the target classes, although ordered context seems to be slightly better when

semantic types are not considered.

4.7.2 Experiment 2: Evaluation of candidate sets

In the second step of preprocessing, one of two research options can be used to filter out some

bad nouns – using the tf · idf measure or the domain specificity measure p(c |n). This exper-

iment compares the two measures in the core identification task. A third option using neither

of the two measures (i.e., skip the second step of preprocessing) is evaluated as the baseline.

The first three rows in Table 4.3 are numbers of instances remaining in the candidate set after

preprocessing. The last row shows the numbers of manually annotated true cores, which has

been listed in Table 4.1 and is repeated here for comparison. We analyze the classification

results using the candidate sets derived by tf · idf , domain specificity, and baseline to evaluate

the second step of preprocessing. Then, we compare the baseline to the manually annotated set

of cores to evaluate the first and third steps of preprocessing.
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Table 4.3: Number of Candidates in Different Candidate Sets

Measures Intervention-core Disease-core Outcome-core Others

tf · idf 243 108 194 785

p(c |n) 298 106 209 801

baseline 303 108 236 1330

true cores 501 153 384 –

tf · idf , domain specificity vs. baseline As shown in Table 4.3, there are much fewer in-

stances in the others class in the sets derived by tf ·idf and the probability measure as compared

to those derived by the baseline, which shows that the two measures effectively removed some

of the bad candidates of intervention-core, disease-core, and outcome-core. At the same time,

a small number of real cores were removed. Compared to the baseline method, the prob-

ability measure kept almost the same number of intervention-cores and disease-cores in the

candidate set, while omitting some outcome-cores. It indicates that outcome-cores are less

domain-specific than intervention-cores and disease-cores. Compared to the tf · idf measure,

more intervention-cores and outcome-cores were kept by the conditional probability measure,

showing that the probability measuring the domain-specificity of a noun better characterizes

the cores of the three semantic classes. The probability measure is also more robust than

the tf · idf measure, as tf · idf relies more on the content of the text from which it is calcu-

lated. For example, if an intervention is mentioned in many documents of the document set, its

tf · idf value can be very low although it is a good candidate of intervention-core.

The precision, recall, and F-score of the classification shown in Table 4.4 confirms the

above analysis. The domain specificity measure gets substantially higher F -scores than the

baseline for all the three classes that we are interested in, using different amounts of labeled

data. Compared to tf ·idf , the performance of the domain specificity measure is much better on

identifying intervention-core (note that p(c |n)picked up more real intervention-cores than tf ·

idf ), and slightly better on identifying outcome-cores, while the two are similar on identifying

disease-cores.
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Table 4.4: Results of Classification on Different Candidate Sets

INT: intervention-core DIS: disease-core OUT: outcome-core

labeled data 1% 5% 10% 30% 60%

P R F P R F P R F P R F P R F

INT baseline .44 .69 .53 .51 .83 .63 .53 .87 .66 .58 .90 .70 .59 .92 .72

tf · idf .44 .62 .51 .52 .74 .61 .55 .77 .64 .59 .84 .69 .60 .87 .71

p(c |n) .51 .65 .57 .60 .83 .69 .62 .86 .72 .65 .90 .75 .67 .91 .77

DIS baseline .16 .63 .25 .25 .68 .36 .31 .73 .43 .34 .84 .48 .35 .86 .49

tf · idf .20 .55 .29 .31 .64 .41 .34 .70 .46 .39 .82 .53 .41 .86 .55

p(c |n) .18 .56 .27 .30 .66 .41 .34 .73 .47 .39 .83 .53 .41 .87 .55

OUT baseline .22 .42 .28 .33 .53 .41 .39 .61 .48 .44 .66 .53 .46 .69 .55

tf · idf .30 .43 .35 .43 .56 .49 .47 .61 .53 .53 .66 .59 .55 .70 .61

p(c |n) .31 .46 .37 .43 .56 .49 .48 .62 .54 .54 .69 .60 .56 .71 .63

Baseline vs. the set of manually annotated cores As mentioned at the beginning of this

subsection, the baseline candidate set was derived by the first (PoS tagging) and third step

(mapping from nouns to concepts) in the preprocessing. As shown by Table 4.3, 62.3% of

manually annotated cores are kept in the baseline. We roughly checked about one-third of the

total true cores (manually annotated cores) in the data set and found that 80% of lost cores

are because MetaMap either extracted more or less tokens than marked by the annotator, or it

failed to find the concepts. 10% of missing cores are caused by errors of the PoS tagger, and

the rest are because some cores are not nouns.

4.7.3 Experiment 3: Comparison of the semi-supervised model and SVMs

In the semi-supervised model, labels propagate along high-density data trails, and settle down

at low-density gaps. If the data has this desired structure, unlabeled data can be used to help

learning. In contrast, a supervised approach only makes use of labeled data. This experiment

compares SEMI to a state-of-the-art supervised approach; the goal is to investigate how well

unlabeled data contributes to the classification using the semi-supervised model. We compare
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the performance of SEMI to support-vector machines (SVMs) when different amounts of data

are used as labeled data.

Support vector machines In SVMs, the process of classification given a set of training ex-

amples is an optimization procedure searching for the optimal rule that predicts the label of

unseen examples with minimum errors. The goal of classification is to infer a rule from a sam-

ple of labeled training examples so that it recognize new examples with high accuracy. More

formally, the learner is given a training sample of n examples

(~x1, y1), ..., (~xn, yn)

drawn according to an unknown but fixed distribution. Here ~xi are patterns, yi are labels or

targets. In the classification, a function needs to be found based on training data:

f : X → {+−1},

where the domain X is some nonempty set that the patterns ~xi are taken from, so that it will

correctly classify unseen examples.

The goal of SVMs is to find an optimal hyperplane so that examples on the same side of

the hyperplane will have the same label. SVMs learn decision functions:

f(~x) = sgn((~w × ~x) + b) =







+1 : ~w × ~x + b > 0

−1 : otherwise.
(4.1)

Each function corresponds to a hyperplane in the feature space. The classification task is then

to determine on which side of the hyperplane a data point lies.

The optimal hyperplane that SVMs chose is the one with the largest margin. In the separa-

ble case, suppose we have a hyperplane that separates the positive examples from the negative

examples. Let d+(d−) be the shortest distance from the separating hyperplane to the closest

positive (negative) example. The margin of such a hyperplane is d+ + d−. For the linear sepa-

rable case, there is a ~w′ and a b′, such that all positive training examples lie on one side of the

hyperplane, while all negative examples lie on the other side. In general, there can be more

than one such hyperplanes, as shown in figure 4.6. Support vector machines choose the one

with the largest margin (H ′ in the figure).
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Figure 4.6: Linear separating hyperplanes in two dimensions. The support vectors are marked

by squares.

In this experiment, we use OSU SVM [Ma et al., 2003], a toolbox for Matlab built on top

of LIBSVM [Chang and Lin, 2001]. LIBSVM is an implementation of SVMs. We use RBF

as the kernel method, and set the Sigma value heuristically using labeled data. SVM addresses

the problem of unbalanced data using a parameter, which assigns weights to each class in the

task. A class with larger weight will get more penalty when finding the optimum hyperplane.

We set the parameter according to the prior knowledge of the class distribution and give larger

weight to a class that contains less instances. Default values are used for other parameters.

Comparison of SEMI to SVMs As shown in Table 4.5, when there is only a small amount

of labeled data (less than 5% of the whole data set), which is often the case in real-world

applications, SEMI achieves much better performance than SVMs in identifying all the three

classes. For intervention-core and outcome-core, with 5% data as labeled data, SEMI out-

performs SVMs with 10% data as labeled data. With less than 60% data as labeled data, the

performance of SEMI is either superior to or comparable to SVMs for intervention-core and

outcome-core. It shows that SEMI effectively exploits unlabeled data by following the man-

ifold structure of the data. The promising results achieved by SEMI show the potential of

exploring unlabeled data in classification.
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Table 4.5: F-score of Classification Using Different Models

Candidate set: produced by p(c |n)(see Table 4.2)

INT: intervention-core DIS: disease-core OUT: outcome-core

labeled data 1% 5% 10% 30% 60%

INT SEMI .57 .69 .72 .75 .77

SVM .33 .60 .68 .74 .77

DIS SEMI .27 .41 .47 .53 .55

SVM .21 .38 .54 .62 .65

OUT SEMI .37 .49 .54 .60 .63

SVM .07 .27 .44 .56 .62

Table 4.6: Accuracy using different distance measures.

Fraction of data as labeled data 10% 20% 30% 40% 50% 60%

Cosine distance .647 .675 .687 .695 .701 .702

Euclidean distance .341 .372 .405 .413 .410 .440

4.7.4 Experiment 4: Evaluation of distance measures

In the semi-supervised model, the cluster structure of the data is specified by the similarity of

data points. Therefore, the choice of distance measure affects the performance of the classifi-

cation. In this experiment, we compare two distance measures: cosine distance and Euclidean

distance. Table 4.6 shows the classification accuracy using the two distance measures. The re-

sults show a large difference between them. Cosine distance is absolutely superior to Euclidean

distance in the classification task.

The σ value in the RBF kernel is a scale parameter of the distance between two data points.

Too-large a value can blur the distance between two well-separated points, while too-small a

value may improperly enlarge the gap between data points. If σ is within a reasonable range,

the performance of the classification will be relatively stable. Although parameter selection
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was not a focus of the current work, we plot the results of using several different σ values in

the classification in Appendix C to have some sense of the its effect.

4.8 Related work

The task of named entity (NE) identification, similar to the core-detection task, involves identi-

fying words or word sequence in several classes, such as proper names (locations, persons, and

organizations), monetary expressions, dates and times. NE identification has been an important

research topic ever since it was defined in MUC [MUC, 1995]. In 2003, it was taken as the

shared-task in CoNLL [Sang and Meulder, 2003]. Most statistical approaches use supervised

methods to address the problem [Florian et al., 2003; Chieu and Ng, 2003; Klein et al., 2003].

Unsupervised approaches have also been tried in this task. Cucerzan and Yarowsky [1999] use

a bootstrapping algorithm to learn contextual and morphological patterns iteratively. Collins

and Singer [1999] tested the performance of several unsupervised algorithms on the problem:

modified bootstrapping (DL-CoTrain) motivated by co-training [Blum and Mitchell, 1998], an

extended boosting algorithm (CoBoost), and the Expectation Maximization (EM) algorithm.

The results show that DL-CoTrain and CoBoost are superior to EM, while the two are almost

the same.

Much effort in entity extraction in the biomedical domain has gene names as the target.

Various supervised models including Naive Bayes, Support Vector Machines, Hidden Markov

Models have been applied [Ananiadou and Tsujii, 2003]. The work most related to our core-

identification in biomedical domain is that of Rosario and Hearst [2004], which extracts treat-

ment and disease from MEDLINE and examines seven relation types between them using gen-

erative models and a neural network. They claim that these models may be useful when only

partially labeled data is available, although only supervised learning is conducted in the paper.

The best F-score of identifying treatment and disease obtained by using the supervised method

is .71. Another piece of work extracting similar semantic classes is in [Ray and Craven, 2001].

They report an F-score of about .32 for extracting proteins and locations, and an F-score of

about .50 for gene and disorder.
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4.9 Summary

In this chapter, we identified an important property of semantic classes – the core and explained

its role in matching a question to its answer. Then, we proposed a novel approach to automat-

ically identify and classify cores of instances of semantic classes in scenario descriptions. A

semi-supervised learning method was explored to reduce the need for manually annotated data.

In this approach, candidates of cores were first extracted from the text. We took two options

to obtain a better candidate set by removing noise from the original set: tf · idf was used to find

informative nouns, while a probability measure was to find domain-specific nouns. The results

show that both measures effectively remove some noise, while the probability measure better

captures the characteristics of cores. To do the classification, we designed several types of

features and represented each candidate with the syntactic relations in which it participates, its

context, and its semantic type, with the goal that candidates with similar representations are in

the same class. Our experimental results show that syntactic relations work well together with

other types of features. In the classification, a semi-supervised model that explores the mani-

fold structure of the data was applied. The results show that the features characterize the cluster

structure of the data, and unlabeled data is effectively used. We compared the semi-supervised

approach to a state-of-the-art supervised approach, and showed that the performance of the

semi-supervised approach is much better when there is only a small amount of labeled data,

and performance of the two are comparable even when 60% of data are used as labeled data.

Our approach does not require prior knowledge of semantic classes, and it effectively ex-

ploits unlabeled data. The promising results achieved show the potential of semi-supervised

models that explore the cluster structure of data in similar tasks. Features of syntactic relations

and local context are general and can be used directly in tasks in other domain. The seman-

tic type features make use of knowledge in UMLS, which is specific to medical domain. For

tasks that have domain-specific knowledge bases like UMLS, similar features can be generated

easily. For a domain without such knowledge base, the hierarchical information in WordNet

can be used as a replacement, although it would be more difficult as the level of generalization

needs to be determined.

A difficulty of using this approach, however, is in detecting boundaries of the targets. A
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segmentation step that pre-processes the text is needed. This will be our future work, in which

we aim to investigate approaches that perform the segmentation precisely.

As a final point, we want to emphasize the difference between cores and named entities.

While the identification of NEs in a text is an important component of many tasks including

question answering and information extraction, its benefits are constrained by its coverage.

Typically, it is limited to a relatively small set of classes, such as person, time, and location.

However, in sophisticated applications, such as the non-factoid medical question answering

that we consider, NEs are only a small fraction of the important semantic units discussed in

documents or asked about by users. As shown by the examples in this chapter, cores of clinical

outcomes are often not NEs. In fact, many semantic roles in scenarios and events that occur in

questions and documents do not contain NEs at all. For example, the test method in diagnosis

scenarios, the means in a shipping event, and the manner in a criticize scenario may all have

non-NE cores. Therefore, it is imperative to identify other kinds of semantic units besides NEs.

Cores of semantic classes is one such extension that consist of a more diverse set of semantic

units that goes beyond simple NEs.



Chapter 5

Polarity of Clinical Outcomes

One of the major concerns in patient treatment is the clinical outcomes of interventions in

treating diseases: are they positive, negative or neutral? This polarity information is an inherent

property of clinical outcomes. An example of each type of polarity taken from CE is shown

below.

Positive: Thrombolysis reduced the risk of death or dependency at the end of the studies.

Negative: In the systematic review, thrombolysis increased fatal intracranial haemorrhage compared

with placebo.

Neutral: The first RCT found that diclofenac plus misoprostol versus placebo for 25 weeks produced

no significant difference in cognitive function or global status.

Sentences that do not have information on clinical outcomes form another group: no outcome.

No outcome: We found no RCTs comparing combined pharmacotherapy and psychotherapy with

either treatment alone.

Polarity information is crucial to answer questions related to clinical outcomes. We have to

know the polarity to answer questions about benefits and harms of an intervention. In addition,

knowing whether a sentence contains a clinical outcome can help filter out irrelevant informa-

tion in answer construction. Furthermore, information on negative outcomes can be crucial in

clinical decision making.

74
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In this chapter, we discuss the problem of automatically identifying outcome polarity in

medical text [Niu et al., 2005]. More specifically, we focus on detecting the presence of a

clinical outcome in medical text, and, when an outcome is found, determining whether it is

positive, negative, or neutral1. We observe that a single sentence in medical text usually de-

scribes a complete clinical outcome. As a result, we perform sentence-level analysis in our

work.

5.1 Related work

The problem of polarity analysis is also considered as a task of sentiment classification [Pang

et al., 2002; Pang and Lee, 2004] or semantic orientation analysis [Turney, 2002]: determining

whether an evaluative text, such as a movie review, expresses a “favorable” or “unfavorable”

opinion. All these tasks are to obtain the orientation of the observed text on a discussion topic.

They fall into three categories: detection of the polarity of words, sentences, and documents.

Among them, as Yu and Hatzivassiloglou [2003] pointed out, the problem at the sentence level

is the hardest one.

Turney [2002] has employed an unsupervised learning method to provide suggestions on

documents as thumbs up or thumbs down. The polarity detection is done by averaging the se-

mantic orientation (SO) of extracted phrases (phrases containing adjectives or adverbs) from

a text. The document is tagged as thumbs up if the average of SO is positive, and otherwise

is tagged as thumbs down. The SO is calculated by the difference in mutual information be-

tween an observed phrase and the positive word excellent and mutual information between the

observed phrase and the negative word poor. Documents are classified as either positive or

negative; no neutral position is allowed.

In more recent work, Whitelaw et al. [2005] explore appraisal groups to classify positive

and negative documents. Similar to phrases used in Turney’s work, appraisal groups consist of

coherent words that together express the polarity of opinions, such as “extremely boring”, or

“not really very good”. Instead of calculating the mutual information, a lexicon of adjectival

1This part of the work was carried out in collaboration with Xiaodan Zhu and Jane Li. They participated in
the manual annotation. Xiaodan Zhu collected the BIGRAMS features, Jane Li collected the SEMANTIC TYPES.
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appraisal groups (groups headed by an appraising adjective) is constructed semi-automatically.

These groups are used as features in a supervised approach using SVMs to detect the sentiment

of a document.

Pang et al. [2002] also deal with the task at document level. The sentiment classification

problem were treated as a text classification issue and a variety of machine learning tech-

niques were explored to classify movie reviews into positive and negative. Three classification

strategies, Naive Bayes, maximum entropy classification, and support vector machines, were

investigated, and a series of lexical features were employed on these classification strategies in

order to find effective features. Pang et al. found that machine learning techniques can always

outperform a human-generated baseline; among the three classification strategies, support vec-

tor machines perform the best and the Naive Bayes tends to be the worst; unigrams are the

most effective lexical feature and indispensable compared with the other alternatives.

The main part of Yu and Hatzivassiloglou’s work [Yu and Hatzivassiloglou, 2003] is at

the sentence level, and is hence most closely related to our work. They first separate facts

from opinions using a Bayesian classifier. Various features derived from observing semantic

orientation of words are tried in this step. After opinion sentences are identified, they then use

an unsupervised method to classify opinions into positive, negative, and neutral by evaluating

the strength of the orientation of words contained in a sentence. A gold standard is built for

evaluation, which includes 400 sentences labeled by one judge. On the task of distinguishing

opinions from facts, the best performance is recall=0.92, precision=0.70 for the opinion class.

The performance is much worse for the fact class. The best recall and precision obtained are

0.13 and 0.42. The unsupervised approach of detecting polarity of sentences achieves 0.62

accuracy.

The polarity information we are observing relates to clinical outcomes instead of the per-

sonal opinions studied by the work mentioned above. Therefore, we expect differences in the

expressions and the structures of sentences in these two areas. For the task in the medical do-

main, it will be interesting to see if domain knowledge will help. These differences lead to new

features in our approach.
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5.2 A supervised approach for clinical outcome detection and

polarity classification

As discussed in Section 5.1, various supervised models have been used in sentiment classi-

fication. At document-level, SVMs perform better than other models and achieve promising

results [Pang et al., 2002]. In sentence-level analysis, Yu and Hatzivassiloglou [2003] use a

Bayesian classifier to distinguish facts from opinions. The results for the fact class are not

very satisfactory, which indicates that the task at sentence level may be more difficult. Since

SVMs have been shown also very effective in many other classification tasks, in our work, we

investigate SVMs in sentence-level analysis to detect the presence of a clinical outcome and

determine its polarity.

In our approach, each sentence as a data point to be classified is represented by a vector of

features. In the feature set, we use words themselves as they are very informative in related

tasks such as sentiment classification and topic categorization. In addition, we use contextual

information to capture changes described in clinical outcomes, and use generalized features

that represent groups of concepts to build more regular patterns for classification.

We use binary features in most of the experiments except for the frequency feature in one

of our experiments. When a feature is present in a sentence, it has a value of 1; otherwise, it

has a value of 0. Among the features in our feature set, UNIGRAMS and BIGRAMS have been

used in previous sentiment classification tasks, and the rest are new features that we developed.

5.2.1 Unigrams

A sentence is composed of words. Distinct words (unigrams) can be used as the features of

a sentence. In previous work on sentiment classification [Pang et al., 2002; Yu and Hatzivas-

siloglou, 2003], unigrams are very effective. Following this work, we also take unigrams as

features. We use unigrams occurring more than 3 times in the data set in the feature set, and

they are called UNIGRAMS in the following description.
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5.2.2 Context features

Our observation is that outcomes often express a change in a clinical value [Niu and Hirst,

2004]. In the following example, mortality was reduced.

(23) In these three postinfarction trials ACE inhibitor versus placebo significantly reduced

mortality, readmission for heart failure, and reinfarction.

The polarity of an outcome is often determined by how a change happens: if a bad thing

(e.g., mortality) was reduced, then it is a positive outcome; if a bad thing was increased,

then the outcome is negative; if there is no change, then we get a neutral outcome. We tried

to capture this observation by adding context features – BIGRAMS, two types of CHANGE

PHRASES (MORE/LESS features and POLARITY-CHANGE features), and NEGATIONS.

BIGRAMS Bigrams (two adjacent words) are also used in sentiment classification. In that

task, they are not so effective as UNIGRAMS. When combined with UNIGRAMS, they do not

improve the classification accuracy [Pang et al., 2002; Yu and Hatzivassiloglou, 2003]. How-

ever, in our task, the context of a word in a sentence that describes the change in a clinical value

is important in determining the polarity of a clinical outcome. Bigrams express the patterns of

pairs, and we expect that they will capture some of the changes. Therefore, they are used in

our feature set. As with UNIGRAMS, bigrams with frequency greater than 3 are extracted and

referred to by BIGRAMS.

CHANGE PHRASES We developed two types of new features to capture the trend of changes

in clinical values. The collective name CHANGE PHRASES is used to refer to these features.

To construct these features, we manually collected four groups of words by observing sev-

eral sections in CE: those indicating more (enhanced, higher, exceed, ...), those indicating less

(reduce, decline, fall, ...), those indicating good (benefit, improvement, advantage, ...), and

those indicating bad (suffer, adverse, hazards, ...).

• MORE/LESS features. This type of feature emphasizes the effect of words expressing

“changes”. The way the features are generated is similar to the way that Pang et al.

[2002] add negation features. We attached the tag MORE to all words between the
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more-words and the following punctuation mark, or between the more-words and

another more(less) word, depending on which one comes first. The tag LESS was

added similarly. This way, the effect of the “change” words is propagated.

(24) The first systematic review found that β blockers significantly reduced LESS

the LESS risk LESS of LESS death LESS and LESS hospital LESS admissions

LESS.

(25) Another large rct (random clinical trial) found milrinone versus placebo increased

MORE mortality MORE over MORE 6 MORE months MORE.

• POLARITY-CHANGE features. This type of feature addresses the co-occurrence of

more/less words and good/bad words, i.e., it detects whether a sentence expresses

the idea of “change of polarity”. We used four features for this purpose: MORE

GOOD, MORE BAD, LESS GOOD, and LESS BAD. As this type of features aims for

the “changes” instead of “propagating the change effect”, we used a smaller window

size to build these features. To extract the first feature, a window of four words on

each side of a more-word in a sentence was observed. If a good-word occurs in this

window, then the feature MORE GOOD was activated (its value is set to 1). The other

three features were activated in a similar way.

NEGATIONS Most frequently, negation expressions contain the word no or not. We observed

several sections of CE and found that not often does not affect the polarity of a sentence, as

shown in the following examples, so it is not included in the feature set.

(26) However, disagreement for uncommon but serious adverse safety outcomes has not

been examined.

(27) The first RCT found fewer episodes of infection while taking antibiotics than while

not taking antibiotics.

(28) The rates of adverse effects seemed higher with rivastigmine than with other anti-

cholinesterase drugs, but direct comparisons have not been performed.
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The case for no is different: it often suggests a neutral polarity or no clinical outcome at all:

(29) There are no short or long term clinical benefits from the administration of nebulised

corticosteroids . . .

(30) One systematic review in people with Alzheimer’s disease found no significant benefit

with lecithin versus placebo.

(31) We found no systematic review or RCTs of rivastigmine in people with vascular de-

mentia.

We develop the NEGATION features to take into account the evidence of the word no. To extract

the features, all the sentences in the data set are first parsed by the Apple Pie parser [Sekine,

1997] to get phrase information. Then, in a sentence containing the word no, the noun phrase

containing no is extracted. Every word in this noun phrase except no itself is attached by a NO

tag.

5.2.3 Semantic types

Using category information to represent groups of medical concepts may relieve the data

sparseness problem in the learning process. For example, we found that diseases are often

mentioned in clinical outcomes as bad things:

(32) A combined end point of death or disabling stroke was significantly lower in the

accelerated-t-PA group . . .

Thus, all names of specific diseases in the text are replaced with the tag DISEASE.

Intuitively, the occurrences of semantic types, such as pathologic function and organism

function, may be different in different polarity of outcomes, especially in the no outcome class

as compared to the other three classes. To verify this intuition, we collect all the semantic types

in the data set and use each of them as a feature. They are referred to as SEMANTIC TYPES.

Thus, in addition to the words contained in a sentence, all the medical categories mentioned in

a sentence are also considered.
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The Unified Medical Language System (UMLS) is used as the domain knowledge base for

extracting semantic types of concepts. The software MetaMap [Aronson, 2001] is incorporated

for mapping concepts to their corresponding semantic types in the UMLS Metathesaurus.

5.3 Experiments

We carried out several experiments on two text sources: CE and Medline abstracts. Com-

pared to CE text, Medline has a more diverse writing style as different abstracts have different

authors. The performance of the supervised classification approach on the two sources is com-

pared to find out if there is any difference. We believe that these experiments will lead to better

understanding of the polarity detection task.

5.3.1 Outcome detection and polarity classification in CE text

Using CE as the text source, we evaluate a two-way classification task of distinguishing pos-

itive from negative outcomes, and the four-way classification of positive, negative, neutral

outcomes, and no outcomes.

Positive vs. negative polarity

Experimental setup In this experiment, we have two target classes: positive outcomes and

negative outcomes. The training and test sets were built by collecting sentences from different

sections in CE; 772 sentences were used, 500 for training (300 positive, 200 negative), and 272

for testing (95 positive, 177 negative). All examples were labeled manually by the author.

We used the SVMlight implementation of SVMs [Joachims, 2002] to perform the classifi-

cation and used the default values for the parameters.

Results and analysis Features used in the experiment are listed in the left-most column in

Table 5.1. We construct features in two ways: using presence of a feature, a binary feature

indicates whether a feature is present or not; and using frequency of a feature, the count of the

number of occurrences of a feature in the sentence. The accuracies achieved by presence of
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Table 5.1: Accuracy of positive/negative classification using a linear kernel in CE

Features Presence (%)

baseline 65.1

UNIGRAMS 89.0

UNIGRAMS with DISEASE 90.1

UNIGRAMS with MORE/LESS 91.5

UNIGRAMS with DISEASE and MORE/LESS 92.7

features using a linear kernel (the default choice of kernels) are listed in Table 5.1. Frequency

of features produces approximately the same results.

The baseline is to assign the negative label to all test samples as it is more frequent in the

test set, which has the accuracy of 65.1%. As shown in the table, combining features achieves

an accuracy as high as 92.7%. Using a more general category DISEASE instead of specific

diseases has a positive effect on the classification. It is clear in the table that the MORE/LESS

features improve the performance. Compared to using only UNIGRAMS, the combined feature

set improves the accuracy by 0.037. The DISEASE and MORE/LESS features both contribute to

distinguishing positive from negative classes.

A non-linear kernel RBF (exp(−d2(xi, xj)/σ
2)) was also tested in SVMs. Using the feature

set of presence of combining UNIGRAMS with DISEASE and MORE/LESS, the accuracy of the

classification obtained with several σ values is shown in Appendix H. When σ is large, the

performance is not very sensitive to its change, and becomes relatively stable.

Four-way classification

Experimental setup The data set of sentences in all the four classes was built by collecting

sentences from different sections in CE (sentences were selected so that the data set is relatively

balanced). The number of instances in each class is shown in Table 5.2. The data set is labeled

manually by three graduate students, and each sentence is labeled by one of them. We used

the OSU SVM package [Ma et al., 2003] with an RBF kernel for this experiment. The σ value



CHAPTER 5. POLARITY OF CLINICAL OUTCOMES 83

Table 5.2: Number of instances in each class (CE)

Positive Negative Neutral No-outcome Total

472 338 250 449 1509

was set heuristically using training data. Default values were used for other parameters in the

package.
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Figure 5.1: Accuracy of classification using different fractions of training data

Results and analysis

We first randomly select 20% of the whole data set as the test set (301 sentences), and use the

rest (1208 sentences) as the training set. In the training process, we gradually add training sam-

ples until all of them are included, and observe the performance on the test set. The results are

shown in Figure 5.1. As the figure indicates, accuracy goes up as more training data is used, and

when more features are added. The complete feature set performs consistently the best. These

results match our intuition that context information (BIGRAMS and CHANGE PHRASES) and
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Table 5.3: Results of the four-way classification with different feature sets in CE

Features Accuracy (%) Relative Error Reduction (%)

(to Unigrams)

(1)UNIGRAMS 76.9 –

(1)+(2)BIGRAMS 79.4 10.8

(1)+(2)+(3)CHANGE PHRASES 79.6 11.7

(1)+(2)+(3)+(4)NEGATIONS 79.6 11.7

(1)+(2)+(3)+(4)+(5)SEMANTIC TYPES 80.6 16.0

generalizations (SEMANTIC TYPES) are important factors in detecting the polarity of clinical

outcomes.

Table 5.3 shows the results of the five feature sets used for classification. The accuracy is

the average of 50 runs of the experiment. In each run, 20% of the data is selected randomly

as the test set, and the rest is used as the training set. With just UNIGRAMS as features, we

get 76.9% accuracy, which is taken as the baseline. The addition of BIGRAMS in the feature

set results in an increase of about 2.5% in accuracy, which corresponds to 10.8% of relative

error reduction. CHANGE PHRASES lead to a very small improvements and NEGATIONS do

not improve the performance on top of BIGRAMS. This result seems to be different from the

previous experiment of positive/negative classification, where the MORE/LESS features reduce

the error rate. Note that CHANGE PHRASES intend to capture the impact of context, and bi-

grams also contain context information. It could be that some effect of CHANGE PHRASES has

already been captured by bigrams. Also, since the target classes are different in the two tasks,

CHANGE PHRASES may be more important in distinguishing positive from negative outcomes.

The SEMANTIC TYPES features further improve the performance on top of the combination of

other features, which shows that generalization is helpful.

Which class is the most difficult to detect, and why? To answer these questions, we further

examine the errors in every class. The precision, recall and F-score of each class are shown in

Table 5.4 (it is the result of one run of the experiment). It is clear in the table that the negative

class has the lowest precision and recall. A lot of errors occur in distinguishing negative from
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Table 5.4: Classification results of each class on CE data

Positive Negative Neutral No Outcome

Precision (%) 86.8 73.1 79.2 76.8

Recall (%) 83.2 73.1 76.0 82.0

F-score (%) 85.0 73.1 77.6 79.3

no-outcome classes. We studied the incorrectly classified sentences and found some interesting

cases. Some of the errors are because descriptions of diseases in the no-outcome class are often

identified as negative. These sentences are difficult in that they contain negative expressions

(e.g., increased risk), yet do not belong to the negative class:

(33) Lewy body dementia is an insidious impairment of executive functions with Parkin-

sonism, visual hallucinations, and fluctuating cognitive abilities and increased risk of

falls or autonomic failure.

Negative samples are sometimes assigned a positive label when a sentence has phrasings

that seem to contrast, as shown in the following example:

(34) The mean increase in height in the budesonide group was 1.1 cm less than in the

placebo group (22.7 vs 23.8 cm, P= 0005); . . .

In this sentence, the clinical outcome of impaired growth is expressed by comparing height

increase in two groups, which is less explicit and hard to capture.

5.3.2 Outcome detection and polarity classification in Medline

With Medline abstracts, we evaluate two tasks: the first one is two-way classification that

aims to detect the presence of clinical outcomes. In this task, a sentence is classified into two

classes: containing a clinical outcome or not. The second task is the four-way classification,

i.e., identifying whether an outcome is positive, negative, neutral, or a sentence does not contain

an outcome.
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Table 5.5: Number of instances in each class (Medline)

Positive Negative Neutral No-outcome Total

469 122 194 1513 2298

Table 5.6: Results of two-way and four-way classification with different feature sets (Medline)

RER=Relative Error Reduction (compared to unigrams)

Features two-way four-way

Accuracy (%) RER (%) Accuracy (%) RER (%)

(1) UNIGRAMS 80.1 – 75.5 –

(1)+(2) BIGRAMS 81.7 8.0 77.4 7.8

(1)+(2)+(3) CHANGE PHRASES 82.0 9.5 77.6 8.6

(1)+(2)+(3)+(4) NEGATIONS 81.9 9.0 77.6 8.6

(1)+(2)+(3)+(4)+(5) SEMANTIC TYPES 82.5 12.1 78.3 11.4

Experimental setup We collected 197 abstracts from Medline that were cited in CE. The

number of sentences in each class is listed in Table 5.5. The data set was annotated with the

four classes of polarity information by two graduate students. Each single sentence is annotated

by one of them. In this experiment, again, 20% of the data was randomly selected as test set

and the rest was used as the training data. The averaged accuracy was obtained from 50 runs.

We used the same SVM package as in Section 5.3.1 for this experiment, parameters were set

in the same manner.

Results and analysis Results of the two tasks are shown in Table 5.6. Not surprisingly, the

performance on the two-way classification is better than on the four-way task. For both tasks,

we see a similar trend in accuracy as in CE text (see Table 5.3). The accuracy goes up as

more features are added, and the complete feature set has the best performance. Compared

to UNIGRAMS, the combination of all features significantly improves the performance in both

tasks (paired t-test, p values < 0.0001). With just UNIGRAMS as features, we get 80.1% accu-
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racy for the two-way task. The addition of BIGRAMS in the feature set results in a decrease of

1.6% in the error rate, which corresponds to 8.0% of relative error reduction as compared to

UNIGRAMS. Similar improvements are observed in the four-way task. The SEMANTIC TYPES

features also slightly reduce the error rate.

Compared to the results on CE text in Table 5.3, the four-way classification task tends to be

more difficult on Medline text. This can be observed by comparing the improvement of adding

all other features to UNIGRAMS. As we mentioned in section 5.3, Medline abstracts have a

more diverse writing style because they are written by different authors. This could be a factor

that makes the classification task more difficult. However, the general performance of features

on Medline abstracts and CE text is similar, which shows that the feature set is relatively robust.

In our outcome detection and polarity classification task, UNIGRAMS are very effective

features, as has been previously shown in the context of sentiment classification problems.

This shows that information in words is very important for the polarity detection task. Context

information represented by BIGRAMS and CHANGE PHRASES is also valuable in our task (see

Table 5.1, Table 5.3, and Table 5.6). The effectiveness of BIGRAMS is different from the

results obtained by Pang et al. [2002] and Yu and Hatzivassiloglou [2003]. In their work,

adding bigrams does not make any difference in the accuracy, or even is slightly harmful in

some cases. This indicates the difference in the expression of polarity in clinical outcomes and

the polarity in opinions. Generalization features (DISEASE in Table 5.1, SEMANTIC TYPES in

Table 5.3 and Table 5.6) are also helpful in our task.

5.4 Discussion

The performance bottleneck in polarity classification As described in Section 5.1, super-

vised approaches have been used in sentiment classification. Features used in these approaches

usually include: n-grams, PoS tags, and features based on words with semantic orientations

(e.g., adjectives such as good, bad). In all such studies, a common observation is that uni-

grams are very effective, while adding more features does not gain much.

• In the task of detecting polarity of documents [Pang et al., 2002], the best performance

is obtained using unigrams.
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• In the sentence-level opinion/fact classification task [Yu and Hatzivassiloglou, 2003],

as described in section 5.1, various features based on semantic orientation of words

are tried, including counts of semantically oriented words, the polarity of the head

verbs and the average semantic orientation score of the words in the sentence. A gold

standard set is built which includes 400 sentences labeled by one judge. In the opinion

class, the only result better than the performance of unigrams is obtained by combining

all features, which results in only 0.01 improvement in precision. Similarly, not much

is achieved by adding all other features in detecting facts.

• In [Whitelaw et al., 2005], the best performance of the approach is achieved by the

combination of unigrams with the appraisal groups, which is 3% higher in accuracy

than using unigrams alone.

From all this work, we observe a performance bottleneck problem in the polarity classifica-

tion task: various features have been developed; however, adding more features does not gain

much in classification accuracy, and it may even hurt the performance. In our task, although

the context and generalization features significantly improve the performance compared to un-

igrams, we observe a similar performance bottleneck problem.

Analysis of the problem The bottleneck problem shows that additional features have much

overlap with unigram features, and they may add noise to the classification.

We further analyzed the data, and found that most words in a sentence do not contribute

to the classification task. Instead, they can be noise that cannot be removed by adding more

features. This could be a crucial reason of the bottleneck discussed above.

To verify this hypothesis, we conducted some experiments on the Medline data set of 2298

sentences used in Section 5.3.2. From each sentence in the data set, we manually extract

some words that fully determine the polarity of the sentence. We refer to these words by

extractions in the following description. For those sentences that do not contain outcomes,

nothing is extracted. The following examples are some sentences with different polarity and

the extractions from them. These extractions form another data set, which we call the extraction

set.
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Sentence:

Treatment with reperfusion therapies and achievement of TIMI 3 flow are associated with increased

short- and medium-term survival after infarction.

Extraction:

increased short- and medium-term survival

Sentence:

In all three studies, a significant decrease in linear growth occurred in children treated with be-

clomethasone compared to those receiving placebo or non-steroidal asthma therapy.

Extraction:

decrease in linear growth occurred

Sentence:

The doxazosin arm, compared with the chlorthalidone arm, had a higher risk of stroke.

Extraction:

a higher risk of stroke

Sentence:

Prednisolone treatment had no effect on any of the outcome measures.

Extraction:

no effect

Sentence:

There was no significant mortality difference during days 0-35, either among all randomised patients

or among the pre-specified subset presenting within 0-6 h of pain onset and with ST elevation on

the electrocardiogram in whom fibrinolytic treatment may have most to offer.

Extraction:

no significant mortality difference

We performed the four-way classification task on this extraction set. We constructed UNI-

GRAMS feature based on the extraction set and used them in the classification. Using 80% of

the data as the training data and the rest as the test data, we achieved an accuracy of 93.3%,

which is much higher than the accuracy of the four-way classification task on the original

sentence set (75.5%).

The fact that we do not extract any words from no-outcome sentences may make the task
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easier. Therefore, we removed from the extraction set all sentences that do not contain an

outcome, and reran the experiment. This task has three target classes: positive, negative or

neutral. We obtained an accuracy of 82.2%. However, performing the three-way classification

on the original sentence set only achieves 70.7% accuracy.

The results clearly show that irrelevant words actually introduce a lot of noise in the polarity

detection task. Therefore, a new direction of research on the task is to conduct feature selection

to remove words that do not contribute to the classification.

A possible solution We took a closer look at the extraction set and found that the extrac-

tions usually form a sequence or several sequences in a sentence. Because Hidden Markov

Model and Conditional Random Fields are effective models for sequence detection, they will

be explored in the future work of this research.

5.5 Summary

In this chapter, we discussed an approach of identifying an inherent property of clinical out-

comes – their polarity. Polarity information is important to answer questions related to clinical

outcomes. We explored a supervised approach to detect the presence of clinical outcomes and

their polarity. We analyzed this problem from various aspects:

• We developed features to represent context information and explored domain knowl-

edge to get generalized features. The results show that adding these features signifi-

cantly improves the classification accuracy.

• We showed that the feature set has consistent performance on two different text sources,

CE and Medline abstracts.

• We evaluated the performance of the feature set on different subtasks of the outcome

detection to understand how difficult each subtask is.

• We compared outcome polarity detection to sentiment classification according to dif-

ferent performance of context features on the two tasks. We found that bigram features
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have almost no effect on the sentiment classification task, while they improve the clas-

sification accuracy of identifying presence and polarity of clinical outcomes.

• We identified a performance bottleneck problem in the polarity classification task using

a supervised approach. In both the sentiment classification and the outcome polarity

detection, we observed that adding more features on top of the unigram features does

not lead to major improvement in accuracy. We found a crucial reason for this – the

noise in the feature set is not removed by adding more features.

• We proposed to use Hidden Markov Model or Conditional Random Fields to conduct

feature selection and thus to remove noise from the feature set.



Chapter 6

Sentence Extraction using Outcome

Polarity

As we have addressed in Section 1.5, a crucial characteristic of NFQA is to identify multiple

pieces of relevant information to construct answers. In the two previous chapters, we discussed

properties of semantic classes that are important for detecting the relevance of a piece of in-

formation. In this chapter, we investigate the problem of relevance detection using one of the

properties: information on the polarity of clinical outcomes, which is discussed in Chapter 5

[Niu et al., 2006].

6.1 Related work

The work most similar to ours is the multi-perspective question answering (MPQA) task, in

which Stoyanov et al. [2005] argue that presence of opinions should be identified to find the

correct answer for a given question. Some preliminary results are presented to support this

claim. Stoyanov et al. [2005] manually created a corpus of opinion and fact questions and

answers, OpQA, which consists of 98 documents that appeared in the world press. The doc-

uments cover four general topics: President Bush’s alternative to the Kyoto protocol; the US

annual human rights report; the 2002 coup d’etat in Venezuela; and the 2002 elections in Zim-

babwe and Mugabe’s reelection. Each topic is covered by between 19 and 33 documents. For

each topic, there are 3 to 4 opinion questions, and there are 15 questions in total for all topics.

92
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In their answer rank experiments, each sentence in the whole document set is taken as a po-

tential answer to a question. Sentences are first ranked by an information retrieval algorithm

based on tf · idf of words in the sentences (step1). Then all fact sentences (sentences that do

not express opinions) are removed by some subjectivity filters that distinguish between facts

and opinions (step2). In the evaluation, the rank of the first answer to each question in the

ranked list after step1 is compared to the rank of the first answer in the list after step2. The

mean reciprocal rank (MRR) is used as the evaluation metric. Their results show that the MRR

value after step2 is higher than the value after step1.

The results indicate the value of using subjectivity filters in MPQA. The experiment also in-

spires more thoughts on similar problems. For example, this experiment takes a single sentence

as a potential answer, which does not meet very well the needs of drawing on multiple pieces of

information in constructing answers to opinion-related questions. Moreover, the strategy of fil-

tering out irrelevant information by removing any sentence that does not express opinions could

be too simple for the complex QA task. In our work, we address these problems by exploit-

ing multi-document summarization techniques to find sentences that are relevant/important for

answering questions about clinical outcomes, such as “What are the effects of intervention A

on disease B?”. More specifically, the problem is: after a set of relevant documents has been

retrieved, how can we locate constituents of the answer in these documents?1

We believe summarization techniques are suitable for our task for two main reasons. First,

simply filtering out any information that does not contain an outcome is not appropriate in

answer construction. As we discussed in Section 1.1, different outcomes may be present in

different patient groups or clinical trials. Therefore, besides information on clinical outcomes,

explanation on conditions of the patient groups or the clinical trials can be very important as

well. Moreover, not every piece of clinical outcome is important; unimportant outcomes should

be discarded. Second, the goal of the summarization task is to find important information

with the smallest redundancy, which agrees with that of answer construction in non-factoid

QA. The connection between QA and summarization is attracting more attention in the text

summarization community. In 2003, the document understanding conferences (DUC) started

1This part of the work was carried out in collaboration with Xiaodan Zhu. Xiaodan Zhu participated in the
annotation and calculated the score of MMR.
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a new task of building short summaries in response to a question. This task was carried on in

DUC 2004. In DUC 2005, the intention of modeling “real world complex question answering”

is more clear in the system task. It is to “synthesize from a set of 25-50 documents a brief, well-

organized, fluent answer to meet a need for information that cannot be met by just stating a

name, date, quantity, etc” [DUC, 2005]. However, according to our knowledge, summarization

techniques have not been explored by current QA systems. In our task, the information needed

is the clinical outcomes of an intervention on a disease, and we expect that summarization

techniques will help.

On the other hand, we also notice that multi-document summarization cannot replace QA.

One important difference between them, as pointed out in [Lin and Demner-Fushman, 2005], is

that summaries are compressible in length, i.e., summaries can contain various levels of details,

while answers are not. It is difficult to fix the length of answers.

Because of the difference between multi-document summarization and QA, we are not

taking the former as the full solution even in the answer generation of a QA task. Instead,

we expect that some multi-document summarization techniques can be adapted to the answer

generation module in some non-factoid QA tasks. In this chapter, we explore summarization

techniques to identify important pieces of information for answer construction.

6.2 Clinical Evidence as a benchmark

Evaluation of a multi-document summarization system is difficult, especially in the medical

domain where there is no standard annotated corpora available. However, we observe that

Clinical Evidence (CE) provides a benchmark to evaluate our work against. As mentioned in

Section 1.5.1, CE is a publication that reviews and consolidates experimental results for clinical

problems; it is updated every six months. Each section in CE covers a particular clinical

problem, and is divided into several subsections that summarize the evidence concerning a

particular medication (or a class of medications) for the problem, including results of clinical

trials on the benefits and harms of the medications. The information sources that CE draws

on include medical journal abstracts, review articles, and textbooks. Human experts read the

collected information and summarize it to get concise evidence on every specific topic. This is
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the process of multi-document summarization. Thus, each subsection of CE can be regarded

as a human-written multi-document summary of the literature that it cites.

Moreover, we observed that, generally speaking, the summaries in CE are close to being

extracts (as opposed to rewritten abstracts). A citation for each piece of evidence is given ex-

plicitly, and it is usually possible to identify the original Medline abstract sentence upon which

each sentence of the CE summary is based. Therefore, we were able to create a benchmark for

our system by converting the summaries in CE into their corresponding extracted summary.

That is, we matched each sentence in the CE summary to the sentence in the Medline abstract

on which it was based (if any) by finding the sentence that contained most of the same key

concepts mentioned in the CE sentence (this is similar to Goldstein et al. [1999]).

Using CE in our work has an additional advantage. As new results of clinical trials are

published fairly quickly, we need to provide the latest information to clinicians. We hope that

this work will contribute to semi-automatic construction of summaries for CE.

6.3 Identifying important sentences

6.3.1 Method

We perform summarization at the sentence level, i.e., we extract important sentences from a

set of documents to form a summary. For this, we explore a supervised approach. Again, we

treat the problem as a classification task, determining whether a sentence is important or not.

The same SVM package as in Section 5.3.2 (parameters were set in the same manner) is taken

as our machine learning system.

In the classification, each sentence is assigned an importance value by the classifier (SVM)2

according to a predefined set of features. Sentences with higher values are more important and

will be extracted to form a summary of the original documents. Different lengths of summaries

(at different compression ratios) are obtained by selecting different numbers of sentences ac-

cording to their rank in the output of SVMs. In the summaries, the sequence of sentences is

2SVM output for each data point in the test set is a signed distance (positive= important) from the separating
hyperplane. A higher value means that a sentence is more important.
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kept the same as in their original documents.

6.3.2 Features to identify important sentences

We use the presence and polarity of an outcome, both manually annotated and determined by

the method described in the previous chapter, as features to identify important sentences. In

addition, we consider a number of other features that have been shown to be effective in text

summarization tasks:

Position of a sentence in an abstract Sentences near the start or end of a text are more likely

to be important. We experimented with three different ways of representing sentence position:

1. Absolute position: sentence i receives the value i− 1.

2. The value for sentence i is i/length-of-the-document (in sentence).

3. A sentence receives a value of 1 if it is at the beginning (first 10%) of a document, a

value of 3 if it is at the end (last 10%) of a document, a value of 2 if it is in between.

Sentence length A score reflecting the number of words in a sentence, normalized by the

length of the longest sentence in the document [Lin, 1999].

Numerical value A sentence containing numerical values may be more specific and therefore

more likely to be important. We tried three options for this feature:

1. Whether or not the sentence contains a numerical value (binary).

2. The number of numerical values in the sentence.

3. Whether or not the sentence contains the symbol ‘%’ (binary).

Maximum Marginal Relevancy (MMR) MMR is a measure of “relevant novelty”, and it

is formulated using terminologies in information retrieval. Its aim is to find a good balance

between relevancy and redundancy. The hypothesis is that information is important if it is both

relevant to the topic of interest and least similar to previously selected information, i.e., its
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marginal relevance is high. MMR is defined as a linear combination of a relevance measure

and a novelty measure [Carbonell and Goldstein, 1998]:

MMR = argmax
Di∈R\S

[λ(Sim1(Di, Q)− (1− λ) max
Dj∈S

Sim2(Di, Dj))]

where R is the ranked list of the retrieved documents; Q is a query; S contains a set of docu-

ments that have been selected from R, therefore, S is a subset of R; R\S is the set of documents

in R that have not been selected; D is a document; Sim1(Di, Q) is the similarity between the

document Di and query Q; Sim2(Di, Dj) is the similarity between two documents; Sim1 can

be the same as Sim2. Parameter λ controls the impact of novelty and redundancy in summa-

rization.

We adapt the original definition of MMR to our problem. In our task, R and Q are the

same—the list of sentences in all relevant documents from which a summary will be con-

structed. Because we do not have a specific query set, we set Q to be the same as R, which

is often the case in multi-document summarization systems. S is the subset of sentences in R

already selected; R \ S is the set difference, i.e., the set of sentences in R that are not selected

so far; Sim1 is a similarity metric; and Sim2 is the same as Sim1. According to the definition

of MMR, when λ = 1, no redundancy is considered in ranking the sentences, i.e., no sentence

will be excluded from the summary because it contains redundant information. When λ = 0,

diversity dominates the constructed summary.

In our experiments, to calculate Sim(Di, Q), the sentence Di and the set of documents

Q are represented by vectors of tf · idf values ((1 + tf) × idf ) of the terms they contain.

The similarity is measured by the cosine distance between two vectors. Similarly, we can

calculate Sim(Di, Dj). The score of marginal relevance of a sentence is used as a feature in

the experiment (referred to as feature MMR).

6.4 Data Set

The data set in this experiment is the same as in 5.3.2; 197 Medline abstracts cited in 24

subsections (summaries) in CE are used. The average compression ratio of the 24 summaries

in CE is 0.25. Out of the total 2298 abstract sentences, 784 contain a clinical outcome (34.1%).
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The total number of sentences in the 24 summaries is 546, of which 295 sentences contain a

clinical outcome (54.0%). The percentage of sentences containing a clinical outcome in the

summaries is larger than in the original Medline abstracts, which matches our intuition that

sentences containing clinical outcomes are important.

6.5 Evaluation

In our experiment, we randomly select Medline abstracts that correspond to 21 summaries in

CE as the training set, and use the rest of the abstracts (corresponding to 3 summaries in CE)

as the test set. The results reported are the average of 50 runs. As the purpose is to observe

the behavior of different feature sets, the experimental process can be viewed as a glass box.

The system was evaluated by two methods: sentence-level evaluation and ROUGE, an n-gram-

based evaluation approach. Both of the two methods are commonly used in the summarization

community. Randomly selected sentences are taken as baseline summaries.

To evaluate the performance of features, the subsections in CE are viewed as ideal sum-

maries of the abstracts that they cite. The corresponding extraction summaries are used in the

sentence-level evaluation, and the original CE summaries are used for ROUGE evaluation.

6.5.1 Sentence-level evaluation

In the experiment, we first observe the performance of using every single feature in the classifi-

cation. Then, we combine different features and investigate the contribution of the information

on clinical outcomes and their polarity in this task.

Comparison of individual features

The precision and recall curves of summaries derived by using every single feature at different

compression ratios are plotted in Figure 6.1.

In the figure, the solid horizontal line shows the purely chance performance, which is the

baseline. The baseline has a precision of 0.25 because the average compression ratio of CE

summaries is 0.25, and the recall at different compression ratios is calculated accordingly.
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Figure 6.1: Comparison of features

The other four colored solid lines represent the performance of manually or automatically

identified clinical outcome and polarity. Although compression ratio is not shown explicitly in

the figure, lower compression ratios correspond to lower recall, and compression ratio of 0.25

approximately corresponds to recall of 0.38 on the curve of MMR in the figure. Therefore, the

left-hand part of the figure (recall less than 0.5) is more meaningful. Thus, our analysis will

focus on this part of the figure.

On the left-hand part of the figure, all four features of the presence and polarity of clini-

cal outcomes are superior to the baseline performance. It is clear that knowledge about clinical

outcomes helps in this task. We can see that manually obtained information on presence of out-

come outperforms MMR. When compression ratio is relatively low, manually obtained polarity

information also performs better than MMR.

For MMR measurement, different values of λ are tested. Higher values produce better

summaries, which indicates that relevance is much more important than novelty in this task.

The figure shows the best results of MMR (λ = 0.9). Not surprisingly, MMR is quite effective
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Table 6.1: F-score of the summarization with different feature sets in sentence-level evaluation

Compression Ratio 0.1 0.2 0.25 0.3 0.4

Random .15 .22 .25 .27 .30

MMR .27 .34 .37 .39 .42

(1) .26 .36 .40 .42 .44

(2) .27 .38 .41 .43 .46

(3) .29 .40 .44 .46 .48

(4) .27 .38 .40 .43 .46

(5) .31 .41 .44 .46 .48

(1): MMR+position+numerical value+length

(2): (1)+automatically identified polarity of clinical outcomes

(3): (1)+manually identified polarity of clinical outcomes

(4): (1)+automatically identified presence of clinical outcomes

(5): (1)+manually identified presence of clinical outcomes

in the task. Other features such as length and numerical value (option 1) also have good effects

on the performance.

Combining the features

When features are combined, some of their effects will be additive, and some will cancel out.

Table 6.1 shows the F-score of using different combinations of features at different compression

ratios. The results of MMR, position, and numerical features listed in the table are the best

results obtained (MMR (λ = 0.9), position (option 2), and numerical features (option 1)).

These results are compared to the results of adding information on presence or polarity of

clinical outcomes.

As shown in the table, on top of the combination of MMR, position, numerical value, and

sentence length features, manually annotated outcome information (either presence or polarity)

results in 3 to 5 points of improvement in the F-score. This clearly indicates the importance of

the presence/polarity information for the task. Nevertheless, automatically identified informa-
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tion regarding presence/polarity improves the performance only slightly when combined with

all other features. This suggests the need for developing more accurate techniques for outcome

and polarity detection.

The additional benefit from further determining the polarity of the outcome rather than just

detecting the presence of an outcome is rather small. Intuitively, we had expected polarity

to provide more information on contradicting clinical outcomes and thus to help improve the

performance. Looking closely at the data, however, we found that one aspect accounting for

the observed result could be that although some sentences are different in polarity, they do not

form a contradiction. Rather, they may describe different clinical outcomes. Since some of the

outcomes are not important, they are not included in the summaries:

(35) H pylori eradication is highly effective in promoting ulcer healing and preventing sub-

sequent ulcer recurrence.

(36) However, while ulcer symptoms are infrequent during follow-up, a proportion of pa-

tients appear to develop gastrooesophageal reflux after eradication.

Example (35) expresses a positive outcome and it is included in the summary. Example (36)

describes a negative outcome. Although the polarity in the two sentences is different, they do

not contradict each other. It turns out that the second outcome is not important enough to be

included in the summary.

In some cases, although the two different outcomes are contradictions, they may not be

included in the summary because one or both are not strong evidence, as shown in the following

examples:

(37) Results of North American studies of highest methodological quality confirm that H

pylori eradication markedly decreases ulcer recurrence.

(38) Nevertheless, 20% of patients in these studies had ulcer recurrence within 6 months,

despite successful cure of infection and no reported use of NSAIDs.

Example (38) shows negative evidence on ulcer recurrence, while example (37) shows positive

evidence on it. However, (37) is strong evidence while (38) is not. Hence, only the first

is included in the summary. As a result, further determining whether a clinical outcome is
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Table 6.2: Comparison of feature sets in single summary at compression ratio 0.25

(1) : MMR+position+numerical value+length

> (1) = (1) < (1)

(1)+Polarity(auto) 10 7 7

(1)+Polarity(manual) 15 6 3

(1)+Outcome(auto) 11 6 7

(1)+Outcome(manual) 15 2 7

positive, negative, or neutral does not have provide more evidence to support the importance

of a sentence.

We also observed the performance of different combinations of features on every single

summary at compression ratio 0.25, and show the results of feature sets with and without pres-

ence or polarity information in Table 6.2. The numbers in the table are numbers of summaries.

For example, the number in the second row, the first column is 10, which means that in 10

summaries the performance (F-score) of using feature set (1)+Polarity(auto) is better than us-

ing feature set (1). The complete result is plotted in Appendix J.

6.5.2 ROUGE

As an alternative evaluation, we use the ISI ROUGE package [Lin, 2004], which compares a

summary generated by a text summarization system with a benchmark summary by consider-

ing overlapping units such as n-grams, word sequences, and word pairs (word sequences and

word pairs allow gaps between words). Our evaluation was carried out with various ROUGE

parameters. Unlike the sentence-level evaluation, the results showed little difference in the

performance of different combinations of features. Table 6.3 shows the ROUGE-L score of

three feature sets. ROUGE-L is a measure of the longest common subsequence in the two

texts to be compared, where the longest common subsequence of two sequences X and Y is a

common subsequence with maximum length. For example, let X = [there are four cats],

Y1 = [I have four cats] and Y2 = [four cute cats are playing with a ball], then ROUGE-
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Table 6.3: ROUGE-L score of different feature sets

Compression Ratio 0.1 0.2 0.3 0.4

P R F P R F P R F P R F

MMR .46 .18 .25 .40 .31 .33 .35 .40 .36 .30 .45 .35

(1) .46 .18 .25 .41 .31 .34 .35 .40 .36 .30 .45 .35

(2) .46 .18 .25 .41 .31 .34 .35 .39 .36 .30 .46 .35

(1): MMR+position+numerical value+length

(2): automatically identified presence of clinical outcomes

L(X,Y1) = ROUGE-L(X,Y2).

As the table shows, adding position, numerical value, and length features to MMR does

not improve the F-score compared to using MMR alone. Furthermore, adding automatically

identified presence of outcomes does not make any difference in F-score. One reason for the

result that different combinations of features perform almost the same in ROUGE evaluation

could be that it is difficult for an overlap-based metric to capture the difference if the content of

two sets is similar. For example, only a small difference might be measured by ROUGE when

comparing the inclusion of both a positive and a negative clinical outcome of an intervention

in treatment of a disease in the summary with the inclusion of only one of them.

6.6 Summary

In this chapter, we proposed an approach of identifying relevant pieces of information in an-

swer construction for a specific task, i.e., answering questions about clinical outcomes. We

explored multi-document summarization techniques to rank sentences according to their im-

portance in the context of constructing answers in QA. Our hypothesis is that information on

presence or polarity of clinical outcomes in a sentence would help identify answer compo-

nents. Such information is used as features, together with some other features that have been

shown effective in previous summarization tasks. We investigated every single feature and

show that in general, the performance of the summarization system using outcome informa-
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tion is superior to the baseline, especially when the compression ratio is relatively low (around

the average compression ratio of the CE summaries). This result demonstrates the effective-

ness of such information. We also found that when features are combined, manually annotated

presence/polarity information improves the performance achieved by using all other features.

This further reveals the value of such information in the task. However, using automatically

detected presence/polarity information results in only a slight improvement. Thus, our next

step will be to build a more accurate outcome information detection system. Another finding

is that there is almost no difference between presence and polarity of clinical outcomes in the

task. Nevertheless, polarity information is mandatory for answering some questions, such as

questions about side effects of interventions.

In this experimental setting, the questions are about general clinical outcomes such as

“What is the effect of intervention A on disease B?”. For more specific questions as in Chap-

ter 4, finer-grained analysis needs to be performed to find the answer, e.g., identifying cores

of semantic classes. For any case, text summarization techniques that address the problem of

finding relevant information and avoiding redundancy, e.g., MMR and various features, can be

used to identify answer components in NFQA.



Chapter 7

Conclusion

In the research that this dissertation presents, we have analyzed characteristics of NFQA. We

found that answers to non-factoid questions are usually more complex than named entities, and

multiple pieces of information are often needed to construct a complete answer. We proposed

a novel approach to address these characteristics. Important subtasks in different components

of the new approach were identified, and automatic methods were developed to solve the prob-

lems.

7.1 Summary of contributions

The contributions of this research have been presented in Section 1.6. We summarize them

here, adding emphasis on evaluation results.

The QA approach based on semantic class analysis We use frames to represent semantic

classes in scenarios and proposed an approach taking semantic class analysis as the organizing

principle to answer non-factoid questions. This approach contains four major components:

• Detecting semantic classes in questions and answer sources

• Identifying properties of semantic classes

• Question-answer matching: exploring properties of semantic classes to find relevant

pieces of information

105
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• Constructing answers by merging or synthesizing relevant information using relations

between semantic classes

We investigated NFQA in the context of clinical question answering, and focused on three

semantic classes that correspond to roles in the commonly accepted PICO format of describing

clinical scenarios. The three classes are: the problem of the patient, the intervention used to

treat the problem, and the clinical outcome.

Extracting semantic classes and analyzing their relations We used rule-based approaches

to identify clinical outcomes and relations between instances of interventions in sentences. In

the combination approach of outcome identification, a set of cue words that signal the occur-

rence of an outcome were collected and classified according to their PoS tags. For each PoS

category, the syntactic components it suggests were summarized to derive rules of identify-

ing boundaries of outcomes. This approach can potentially be applied to identify or extract

other semantic classes. We identified six common relationships between different instances

of interventions in a sentence and developed a cue-word-based approach to identify the rela-

tions automatically. These approaches were evaluated on a small data set annotated by human

judges.

Identifying cores of semantic classes We showed how cores of interventions, problems, and

outcomes in a sentence can be identified automatically by developing an approach exploring

semi-supervised learning techniques. The evaluation shows that each type of feature used in

the approach made contributions to the classification, and they are complementary in the task.

The structure of the data is followed by the semi-supervised model. Therefore, unlabeled data

is effectively exploited in the classification.

Detecting polarity of clinical outcomes We developed a method using a supervised learning

model to automatically detect polarity of clinical outcomes. The results show that context

features and category features significantly improved classification accuracy compared to using

unigrams alone. This method has stable performance on different sources of medical text. We

also identified a cause of the bottleneck of performance of supervised approach in polarity
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detection, and showed evidence by the results of manual experiments.

Extracting components for answers We built explicit connection between text summariza-

tion and answer construction in NFQA, i.e., both of them need to identify important informa-

tion and avoid redundancy. We constructed a summarization system that explored a supervised

classification model to extract important sentences for answer construction. We investigated

the role of presence and polarity of clinical outcomes in this task. The evaluation shows that

presence/polarity of clinical outcomes helps the summarization. However, accuracy of auto-

matic approaches is not high enough to make a substantial improvement in the performance.

An additional advantage of the polarity information is that it is mandatory when answering

questions about benefits or harms of interventions.

Generalization of the approach of semantic class analysis Our approach analyzes seman-

tic classes involved in scenarios to find answers to non-factual questions. The importance of

semantic classes has been shown both in theory of linguistics and by the success of IE sys-

tems. The properties of semantic classes that we identified for the medical domain apply to

other domains as well. A core is the essence of an instance of a semantic class; hence, in-

stances of any semantic class have cores. Polarity is a property for any semantic class that can

be evaluated as good, bad, or neutral, although most of work on polarity analysis focuses on

opinions. In each subproblem of analysis of semantic classes discussed in the thesis, we use

general rule-based or machine learning approaches, although some domain-specific features

are incorporated in some tasks. Therefore, we expect that our approach can be used to answer

non-factual questions in other domains as well.

7.2 Future work

7.2.1 Extensions

Short-term future work includes overcoming some limitations or extending the current work.

• Refine rules of using adjectives to identify clinical outcomes. In both detecting the

occurrence of outcomes and determining the boundaries, the usage of adjective cue
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words is harder to describe as compared to nouns and verbs. Finer-grained rules will

be able to handle these cases better.

• Extend rules of analyzing relations between instances of interventions to deal with

ambiguity. Although ambiguous cue words found in the relation analysis indicate one

relation more often than the other, it will be helpful to have more specific rules that

disambiguate the occurrence of such a cue.

• Investigate approaches to automatically collect words that express more or less, good

or bad to generate the change phrase features in detecting polarity of clinical outcomes.

• Explore more sophisticated techniques to handle negations in polarity detection. Nega-

tion is a very complex linguistics phenomenon. In-depth analysis of negations, for ex-

ample, categorizing expressions of negations and investigating the syntactic relations

of the expressions, can be performed to reduce errors.

• Perform feature selection to remove redundant features in the polarity detection task.

• Improve boundary detection of the core identification task. In our current work, de-

tecting boundaries of cores uses the UMLS knowledge base. Since such a knowledge

base does not exist for some domains, machine learning approaches can be explored

to improve boundary detection by investigating syntactic constituents of cores.

• Use cores of semantic classes to identify answer components. Various strategies can

be taken in calculating the similarity of a question and a piece of information in the

answer source. For example, only cores may be taken into account, or the complete

description may be considered while giving more weights to cores.

• Explore unsupervised summarization techniques to extract answer components. Un-

supervised methods are important when annotated data is not available.

7.2.2 Directions for future work

On the basis of our research in non-factoid QA, we envision several major directions for future

work.
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Improving polarity classification Polarity is a property of many things, such as clinical

outcomes and opinions. Automatic polarity classification, as shown in this thesis and in the re-

search on sentiment analysis, is a crucial issue in many applications including QA. To improve

polarity classification, we found three research problems of great interest:

• The granularity of polarity analysis. As described in Section 5.1, current polarity re-

search is at three levels: words, sentences, and documents. Determining polarity of

words will contribute to higher-level analysis. The advantage of performing sentence-

level analysis is that a sentence often expresses a polarity that is rather complete and

independent. Nevertheless, the difficulty at this level is that a sentence may contain

more than one polarity unit and they may have different polarity. In addition, the po-

larity of a sentence may be related to its adjacent sentences. For example, a sentence

may continue the same positive/negative polarity as its previous sentence although its

own expression is neutral. Document-level analysis can be too coarse-grained. Take

the main research at the document-level, movie reviews, as an example. A review usu-

ally contains discussions on both positive and negative aspects of a movie. Although

the polarity of the whole document may show the general view of a reviewer, it will be

much more informative to identify what in the movie is successful and what is not in

the reviewer’s opinion. This will rely on sentence-level analysis. Therefore, we believe

it is important to investigate the difficulty of sentence-level analysis mentioned above,

and develop new approaches to address it.

• Feature selection in polarity classification. As discussed in Section 5.4, polarity of a

clinical outcome is often determined by a sequence of words in a sentence. It will be

interesting to see if the same observation can be obtained from other polarity detec-

tion tasks, such as sentence-level sentiment classification. Current work in the opinion

domain often uses the semantic orientation of a set of words to detect polarity. This

may indicate the existence of a set of words that fully determine the polarity. This

observation may also hold at the document level. Because the goal of document-level

sentiment classification is to get the general view of the reviewer, it may not be nec-

essary to consider all words or polarity expressions in the document, as it is in current
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work. Instead, the polarity of the document may be set by one or a small amount of

sentences.

• The role of in-depth semantic analysis in polarity classification. As pointed out in Pang

et al. [2002], the task of sentiment classification is more difficult than the traditional

topic categorization task. Some examples in the paper show that in sentiment clas-

sification, even if a sentence or a document contains a lot of positive expressions, it

may turn out to be negative. This suggests that semantics of languages play a more

important role in the polarity classification task compared to the topic categorization

task. However, dominant features in current approaches for polarity classification are

similar as in topic categorization, i.e., using bag-of-words. Therefore, an important re-

search direction is to effectively incorporate appropriate features capturing semantics

in text, such as negations.

Using topic detection to find answer components In Chapter 6, we described the approach

of using multi-document summarization techniques to identify relevant pieces of information

in a set of relevant documents to construct the answer. It will be interesting to further inves-

tigate this approach in the case that a relevant document discusses more diverse topics. For

such documents, it may be useful to first identify which part in a document is about the topic

addressed by the question, and then to apply summarization techniques to extract important

information from that particular part. This will require detecting topics in a document.

The problem of topic detection has been investigated for text summarization [Nomoto and

Matsumoto, 2001, 2003; Hardy et al., 2002]. The idea is to detect major topics discussed in

a document, and then extract important information from each topic to compose a summary.

This approach addresses the importance and redundancy by selecting salient information from

diverse topics. Another related research area is topic segmentation [Caillet et al., 2004], which

recently is explored mostly in speech, dialogue, and news [Purver et al., 2006; Malioutov and

Barzilay, 2006; Rosenberg and Hirschberg, 2006].

We will use topic areas (a topic area is a segment of text discussing one topic) to find the

answer to a given question. Therefore, after topic areas in a document are identified, we need a

similarity measure to select the topic that is most similar to the question. Then, we will extract
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important information from this topic area. In QA, we usually have a set of documents that are

relevant to the question. Hence, this process will be conducted for every document, and the

answer will be constructed on the basis of the information extracted from each document.

Exploring textual context of frames In our frame-based semantic class analysis approach,

an answer frame in a document will be matched to the question frame by comparing the cor-

responding semantic classes in the two frames. Then, information in the answer frame will

be extracted from the document to construct the answer. However, it may not be appropriate

to only extract the answer frame as it is usually not isolated from its textual context in the

document. Instead, this context often describes related information such as the background,

the preconditions, and the explanation of the answer frame. Missing this information can re-

sult in misleading answers. Therefore, another research direction of locating relevant pieces of

information as answer components is to explore discourse analysis.

One of the most popular discourse theories is the Rhetorical Structure Theory proposed by

Mann and Thompson [1986]. The central notion in the theory is that of rhetorical relation,

which is a relation that holds between two non-overlapping text spans. Some examples of

rhetorical relations are: justification, equivalence, contrast, cause, condition, and change-topic.

The text spans can be text sequences within a sentence [Marcu and Echihabi, 2002], or they

can be sentences [Saito et al., 2006].

We can perform discourse analysis to understand how sentences in the context of an an-

swer frame are related to each other, i.e., if the sentences are connected by some important

rhetorical relations. The set of rhetorical relations that are important in this task can be col-

lected manually or via some supervised learning approaches. To construct the answer, both the

answer frame and its important context determined by the rhetorical relations will be extracted

from the original document.

Cross-sentence scenario analysis Currently, our work is at the sentence level, i.e., slot fillers

of a frame are extracted from a single sentence. Consequently, if a sentence only contains the

instances of some semantic classes in a frame, the frame extracted from the sentence will have

some empty slots. Because empty slots may cause confusion in the matching process, we need

to resolve them by locating the correct instances in the document.
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We identified two causes of empty slots. In one case, instances of a semantic class are

simply omitted in a sentence because they are described in the previous sentence(s). In such

case, the meaning of this sentence is easy to interpret by taking into account the previous

sentence(s). Hence, it is easy to fill the empty slots by examining the corresponding semantic

classes in the previous sentence(s). In the other case, in a sentence, some instances of semantic

classes are referred to by various expressions, e.g., pronouns. One way to address this case is

to explore coreference resolution to locate the correct slot fillers.

Coreference resolution is a major research area in computational linguistics. Coreference

can be tackled by exploring syntactic constraints, semantics, and discourse information. Re-

cently, statistical approaches using various models have been developed to improve the accu-

racy of coreference resolution [Bergsma and Lin, 2006; Yang et al., 2006]. We need to exam-

ine current approaches in detail for possible solutions to our problem of resolving empty slots.

This problem, however, may present new features that require new approaches to coreference

resolution.



Appendix A

List of abbreviations
CE Clinical Evidence

DUC Document Understanding Conferences

EBM Evidence-based Medicine

EBOC Evidence-based On Call

EPoCare Evidence at the Point of Care

FBQA Fact-based Question Answering

HITIQA High-Quality Interactive Question Answering

IE Information Extraction

IR Information Retrieval

LLE Locally Linear Embedding

MMR Maximum Marginal Relevancy

MPQA Multi-Perspective Question Answering

MRR Mean Reciprocal Rank

MUC Message Understanding Conference

NE Named Entities

NFQA Non-factoid Question Answering

QA Question Answering

RBF Radial Basis Function

SO Semantic Orientation

SVM Support-Vector Machine

UMLS Unified Medical Language System
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Appendix B

A subset of syntactic tags in Apple Pie

Parser

PoS tags:

CC: Coordinating conjunction; DT: Determiner; IN: Preposition or subordinating conjunction;

JJ: Adjective; JJR: Adjective, comparative; NN: Noun, singular or mass; NNP: Proper noun,

singular; NNS: Noun, plural; NNPS: Proper noun, plural; NNPX: NNP + NNPS; RB: Adverb;

TO: to; VB: Verb, base form; VBN: Verb, past participle; VBZ: Verb, 3rd person singular

present

Phrase tags:

ADVP: Adverb phrase; NP: Noun phrase; NPL: NP which has no NP in its decendents, lowest

NP; PP: Prepositional phrase; VP: Verb phrase; S: Sentence

114



Appendix C

The effect of σ in the RBF kernel in core

identification

This appendix shows the classification results using different σ values in the RBF kernel (cosine

distance is used here). Figure C.1 shows that when σ is in a reasonable range, the performance

of the classification is not sensitive to its change.
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Figure C.1: Classification results with different values for σ
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Appendix D

Algorithm for Boundary Detection of

Clinical Outcomes
Input: S = {S1, · · ·Sn}: a set of parsed sentences.

Output: O = {O1, · · ·On}: clinical outcomes identified from S.

Notations: [lP , rP ] — the boundary of a word sequence P .

NP (w) — the innermost noun phrase containing the word w.

AP (w) — the innermost adjective phrase containing w.

C(w) — the clause containing w.

com([l1, r1], [l2, r2]) — combination of intersecting intervals;

return [min(l1, l2),max(r1, r2)].

max([l1, r1], [l2, r2]) — maximum cover; return the larger interval.

1: For each sentence Si in S:

2: Initialize the boundary set B; set the position counter pc to the start of Si.

3: While pc does not reach the end of Si:

4: get next word w.

5: compute the extraction boundary for the following cases of w:

6: (i) w ∈ [difference, superior, effective]:

7: (a) identify NP (w).

8: (b) identify the propositional phrase PP which immediately

follows NP (w).

9: (c) record the extraction boundary [lNP (w), rPP ] in B.
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10: (ii) w is a cue verb:

11: (a) check negation of w and label the negative status on w.

12: (b1) if w is active, then

identify E which is the noun phrase immediately following w.

13: (b2) if w is passive, then

identify E which is the word sequence between the start of C(w) and w.

14: (c) record the boundary [lE, rE] in B.

15: (iii) w is a cue noun:

16: (a) identify NP (w).

17: (b) identify the phrase P̂ which contains w and is one level higher

than NP (w).

18: (c) if P̂ is a noun phrase, then record [lP̂ , rP̂ ] in B;

else, record [lNP (w), rNP (w)] in B.

19: (iv) w is an adjective:

20: (a) identify NP (w).

21: (b) identify AP (w).

22: (c) record max([lNP (w), rNP (w)], [lAP (w), rAP (w)]) in B,

23: EndOfWhileLoop.

24: Combine boundaries in B using combine function until there are no intersecting boundaries.

25: Output outcome Oi – word sequences extracted from Si as indicated by the boundaries in B.

26: EndOfForLoop.
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Sample output of MetaMap

Sentence:

It found that the combined rate of myocardial infarction, stroke, or death was slightly lower in

the lower dose than in the higher dose groups at 3 months.

Output of MetaMap:

Phrase: “It”

Meta Candidates (0): <none>

Meta Mappings: <none>

Phrase: “found”

Meta Candidates (0): <none>

Meta Mappings: <none>

Phrase: “that”

Meta Candidates (0): <none>

Meta Mappings: <none>

Phrase: “the”

Meta Candidates (0): <none>

Meta Mappings: <none>
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Phrase: “combined”

Meta Candidates (0): <none>

Meta Mappings: <none>

Phrase: “rate”

Meta Candidates (0): <none>

Meta Mappings: <none>

Phrase: “of myocardial infarction”

Meta Candidates (6)

1000 Myocardial Infarction [Disease or Syndrome]

861 Infarction [Finding,Pathologic Function]

861 Myocardial [Functional Concept]

805 MI <2> (Without) [Qualitative Concept]

789 MIS (Mullerian duct inhibiting substance) [Amino Acid, Peptide, or Protein,Hormone]

789 Myocardium [Tissue]

Meta Mapping (1000)

1000 Myocardial Infarction [Disease or Syndrome]

Phrase: “stroke”

Meta Candidates (1)

1000 Stroke (Cerebrovascular accident) [Disease or Syndrome]

Meta Mapping (1000)

1000 Stroke (Cerebrovascular accident) [Disease or Syndrome]

Phrase: “or”

Meta Candidates (0): <none>

Meta Mappings: <none>

Phrase: “death”
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Meta Candidates (3)

1000 Death <1> (Cessation of life) [Finding,Organism Function]

916 LIQUEFACTION [Laboratory or Test Result]

900 Expired [Functional Concept]

Meta Mapping (1000)

1000 Death <1> (Cessation of life) [Finding,Organism Function]

Phrase: “was”

Meta Candidates (0): <none>

Meta Mappings: <none>

Phrase: “slightly lower”

Meta Candidates (4)

861 Lower [Functional Concept]

805 LO [Pharmacologic Substance]

694 SLIGHTLY [Idea or Concept]

623 Slight [Qualitative Concept]

Meta Mapping (888)

694 SLIGHTLY [Idea or Concept]

861 Lower [Functional Concept]

Phrase: “in the lower dose”

Meta Candidates (3)

789 dosage (Dosages) [Quantitative Concept]

694 Lower [Functional Concept]

638 LO [Pharmacologic Substance]

Meta Mapping (853)

694 Lower [Functional Concept]

789 dosage (Dosages) [Quantitative Concept]
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Phrase: “than”

Meta Candidates (0): <none>

Meta Mappings: <none>

Phrase: “in the higher dose groups”

Meta Candidates (5)

827 Groups [Intellectual Product]

701 High dose [Quantitative Concept]

627 High [Qualitative Concept]

627 High <1> (Euphoric mood) [Mental Process]

589 dosage (Dosages) [Quantitative Concept]

Meta Mapping (879)

701 High dose [Quantitative Concept]

827 Groups [Intellectual Product]

Phrase: “at 3 months”

Meta Candidates (1)

861 months (month) [Temporal Concept]

Meta Mapping (861)

861 months (month) [Temporal Concept]
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Sample output of Minipar

This appendix shows the output of the Minipar parser on a sentence. The output of the parser

is used to construct the syntactic relations features in the core identification task.
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Sentence:

Thrombolysis reduces the risk of dependency, but increases the chance of death.

Candidates of cores:

thrombolysis, dependency, death

Output of Minipar:

(

E0 (() fin C * )

1 (Thrombolysis N 2 s (gov reduce))

2 (reduces reduce V E0 i (gov fin))

E2 (() Thrombolysis N 2 subj (gov reduce) (antecedent 1))

3 (the Det 4 det (gov risk))

4 (risk N 2 obj (gov reduce))

5 (of Prep 4 mod (gov risk))

6 (dependency N 5 pcomp-n (gov of))

7 (, U 2 punc (gov reduce))

8 (but U 2 punc (gov reduce))

9 (increases increase V 2 conj (gov reduce))

E3 (() Thrombolysis N 9 subj (gov increase) (antecedent 1))

10 (the Det 11 det (gov chance))

11 (chance N 9 obj (gov increase))

12 (of Prep 11 mod (gov chance))

13 (death N 12 pcomp-n (gov of))

14 (. U * punc)

)

Relations:

(thrombolysis subj–of increase), (thrombolysis subj–of reduce)

(dependency pcomp-n–of of)

(death pcomp-n–of of)

Figure F.1: Example of dependency triples extracted from output of Minipar parser.
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List of words for building CHANGE

PHRASES features

This appendix shows the list of good, bad, more, and less words collected from CE in detecting

polarity of clinical outcomes.

Good:

cured vitality relaxing benefit tolerability improvement

right effective stable best better pleasurable

relaxation favour beneficial safety prevents successful

satisfaction significant superior contributions reliability robust

tolerated improving survival favourable reliable recovered

judiciously consciousness efficacy prevented satisfied prevent

advantage encouraging tolerance success significance improved

improves improve improvements

Bad:

depression acute sore outpatient disabling diabetes

difficulties dysfunction distorted poorer unable prolonged

irritation disruptive pathological mutations disease infection

124



APPENDIX G. LIST OF WORDS FOR BUILDING CHANGE PHRASES FEATURES 125

harms difficulty weakened inactive stressors hypertension

adverse insomnia relapsing malignant suffer exacerbate

dryness fever overestimate constipation deposition colic

tension hazards diarrhoea weakness irritability insidious

distress weak cancer emergency risk block

unsatisfactory blinding nausea traumatic wound intention

loses intensive relapse recurrent extension die

cancers malaise crying toxic injury confounding

complaints misuse insignificant poisoning anoxic amputation

death nightmares deteriorate fatal injuries fatigue

invasive suicide chronic relapsed disturbances confusion

died fluctuating severities delusions compulsions conflict

trauma cried impair severe tremor weaker

illness inpatients worry rebound worse reversible

dizziness attacks pointless disorders dyskinesia risks

fatty negative conflicting upset fishy hard

harm bleeding inflammatory hampered underpowered obstruction

headache problem bleeds panic loss odds

retardation dysfunctional render difficult drowsiness lack

suicidal obsessions impaired cough severity suffering

violent strokes virus stroke flatulence fibrates

blind burning faintness suffered threatening misdiagnosing

bitter excessive diabetics malfunction abnormal deterioration

bad confounded sadness mortality disturbance agitated

attack infections negativistic deaths poor wrong

worsening adversely insufficient scarring headaches disability

overdose serious delayed discomfort sweating morbidity

nerve parkinson toxicity nervous pain stress
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weakens incorrect disorder worsened malformations blinded

rigidity prolong adversity abuse lacked dyspepsia

sads onset failure inadequate sensitivity impairment

dementia harmful

Increase:

increase enhance elevation higher exceed enhancement peaked more

excess

Decrease:

below lower decrease fall low reduce decline less little mild drop

fewer



Appendix H

Using an RBF kernel in detecting polarity

of clinical outcomes

This appendix shows the accuracy of using a non-linear kernel, RBF (exp(−d2(xi, xj)/σ
2), in

SVMs in the task of detecting positive and negative clinical outcomes in CE text. Using the

feature set of presence of combining UNIGRAMS with DISEASE and MORE/LESS, the accuracy

of the classification obtained with different σ values is shown in Table H.1. We can see that

small σ stretches the distance between data points and makes the classification very difficult.

When σ is larger, the performance is not very sensitive to its change, and becomes relatively

stable.

Table H.1: Results of positive/negative classification using an RBF kernel

σ2 10−2 10−1 100 101 102 103 104 105

Accuracy (%) 34.9 34.9 34.9 87.9 91.9 92.3 92.7 92.7
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Results of the summarization with

different feature sets in sentence-level

evaluation

Table I.1: Results of the summarization with different feature sets in sentence-level evaluation

Compression Ratio 0.1 0.2 0.25 0.3 0.4

P R F P R F P R F P R F P R F

Random .25 .11 .15 .25 .20 .22 .25 .26 .25 .25 .31 .27 .25 .40 .30

MMR .44 .19 .27 .38 .31 .34 .36 .38 .37 .36 .44 .39 .34 .57 .42

(1) .44 .19 .26 .40 .33 .36 .40 .41 .40 .38 .48 .42 . 36 .58 .44

(2) .45 .20 .27 .42 .35 .38 .40 .42 .41 .39 .49 .43 .37 .61 .46

(3) .45 .20 .27 .41 .35 .38 .40 .42 .40 .39 .48 .43 .37 .61 .46

(4) .49 .21 .29 .44 .38 .40 .43 .46 .44 .41 .52 .46 .38 .64 .48

(5) .51 .22 .31 .45 .38 .41 .43 .46 .44 .42 .53 .46 .39 .65 .48

(1): MMR+position+numerical value+length

(2): (1)+automatically identified polarity of clinical outcomes

(3): (1)+manually identified polarity of clinical outcomes

(4): (1)+automatically identified presence of clinical outcomes

(5): (1)+manually identified presence of clinical outcomes
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F-score of combinations of features in

each single summary

The F-score of each summary at compression ratio 0.25 is presented in Figure J.1 to observe

the performance of different combinations of features on every single summary. The diagram

at the top shows the results of features including presence of outcomes, and the one on the

bottom shows the results of features including polarity of outcomes.
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Figure J.1: The performance of different combinations of features in each summary



Bibliography

Alpha, S., Dixon, P., Liao, C., and Yang, C. (2001). Oracle at TREC 10: Filtering and question–

answering. In Proceedings of the Tenth Text Retrieval Conference (TREC 2001).

Ananiadou, S. and Tsujii, J., editors (2003). Proceedings of the ACL 2003 Workshop on Natural

Language Processing in Biomedicine. Association for Computational Linguistics (ACL),

PA, USA.

Aronson, A. R. (2001). Effective mapping of biomedical text to the UMLS metathesaurus:

the MetaMap program. In Proceedings of the American Medical Informatics Association

Symposium, pages 17–21.

Baker, C. F., Fillmore, C. J., and Cronin, B. (2003). The structure of the Framenet database.

International Journal of Lexicography, 16(3):281–296.

Ball, C. M. and Phillips, R. S. (2001). Evidence-based on Call: Acute Medicine. Harcourt

Publishers Limited, London.

Barbosa, D., Barta, A., Mendelzon, A., Mihaila, G., Rizzolo, F., and Rodriguez-Gianolli, P.

(2001). Tox — the toronto xml engine. In Proceedings of the International Workshop on

Information Integration on the Web, Rio de Janeiro, 2001.

Barton, S., editor (2002). Clinical Evidence. BMJ Publishing Group, London.

Berger, A., Caruana, R., Cohn, D., Freitag, D., and Mittal, V. (2000). Bridging the lexical

chasm: statistical approaches to answer-finding. In Proceedings of the 23th International

Conference on Research and Development in Information Retrieval (SIGIR- 2000), pages

192–199.

131



BIBLIOGRAPHY 132

Bergsma, S. and Lin, D. (2006). Bootstrapping path-based pronoun resolution. In Proceedings

of the 44th Annual Meeting of the Association for Computational Linguistics.

Blum, A. and Mitchell, T. (1998). Combining labeled and unlabeled data with co-training.

In Proceedings of the 11th Annual Conference on Computational Learning Theory, pages

92–100.

Brill, E. (1993). A Corpus-Based Approach to Language Learning (PhD thesis). University of

Pennsylvania, PA, USA.

Caillet, M., Pessiot, J. F., Amini, M. R., and Gallinari, P. (2004). Unsupervised learn-

ing with term clustering for thematic segmentation of texts. In Proceedings of Recherche

d’Information Assistée par Ordinateur (RIAO).

Carbonell, J. and Goldstein, J. (1998). The use of MMR, diversity-based reranking for reorder-

ing documents and producing summaries. In Proceedings of the 21st annual international

ACM SIGIR conference on Research and development in information retrieval, pages 335–

336.

Cardie, C., Wiebe, J., Wilson, T., , and Litman, D. (2003). Combining low-level and summary

representations of opinions for multi-perspective question answering. In Proceedings of the

AAAI Spring Symposium: New Directions in Question Answering, pages 20–27.
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