Refining the Notions of Depth and Density
in WordNet-based Semantic Similarity Measures

* Depth and density
e Quantitative features of taxonomic structures

* Used in WordNet-based semantic similarity

measures (Sussna 1993; Wu and Palmer 1994;
Jiang and Conrath 1997)

* Taxonomic depth and density as integers

Are depth and density actually related to semantic similarity?

* Gold standard of semantic similarity: human judgment of lexical semantic
similarity from psycholinguistic experiments (the MC, RG, and FG datasets)

* Correlation between depth/density and human judgment of similarity: measured
by Spearman’s Rho
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Distribution of depth and density of nodes in WordNet
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4. Experiments

Do the new definitions contribute to better similarity measures?

e Same similarity gold standard as in section 2
* Re-implement some similarity measures that use depth and density

* Replace depth and density definition to see if there is performance
improvement (in terms of correlation with gold standard)

* Wu and Palmer (1994) — depth only

2 -dep®(c)
len(cy,c) +len(cy,c)+2-dep®(c)

sim(cy,c) =

* Jiang and Conrath (1997) — depth and density

w(e, p) = <d85e(1f()p§ 1 )a : [B =P def(p)]

x [IC(c) =1C(p)]|T (¢, p)

* Parameterization of depth/density components enables investigation
of numerical stability

5. Results and conclusions

e Refining depth in Wu and Palmer (1994)

Best! Average?
MC RG FG MC RG FG
dep  0.7671 0.7824  0.3773 0.7612 0.7686  0.3660
dep, 07824  0.7912 0.3946 0.7798 0.7810  0.3787

1. Highest correlation with human judgment among all parameters
2. Average correlation across parameters (indicating numerical stability of parameterization)

* Refining depth and density in Jiang and Conrath (1997)
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3. Redefining depth and density

Depth

* “Re-curving” a depth value from integer to its cumulative
distribution curve:

Yoewn|{c 1dep(c’) <dep(c)}

dep,(c) =
«(€) 'WN]
MC RG FG
original 0.7056*** 0.6909***  (.370]%**
re-curving 0.7201%**  (0.6798***  (.375]***

Density

* Re-curving does not work well due to Zipfian distribution

* Incorporating inheritance in the definition of density:

den;(r) =0
Z"hEhyper(c) den; (h)
den;(c) = -den(c)
hyper(c)|
MC RG FG
before 0.2268 0.2660* 0.1033
re-curving 0.2268 0.2660* 0.1019
inheritance 0.7338%** 0.675]1%%* 0.344 5%

Best Average
MC RG FG MC RG FG
dep,den 0.7875 0.8111 0.3720 0.7689 0.7990 0.3583
dep,,den 0.8009 0.8181 0.3804 0.7885 0.8032 0.3669
dep,den; (.7882 0.8199 0.3803 0.7863 0.8102 0.3689
dep,,den; 0.8065 0.8202 0.3818 0.8189 0.8194 0.3715

* Both new definitions improve similarity measure
performance and numerical stability

* Best result achieved using both new definitions together
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