Real-word spelling correction with trigrams:
A reconsideration of the Mays, Damerau, and Mercer model
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Want possibility of more than one correction in a single
sentence.
® Not possible in original method: combinatorially ex-
plosive.
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checkers. . . Noisy channel trigram models are also used in the
Methods 3. Why re-evaluate MDM’s method? Result_s improveo_l over (—» 5 Results (with GZ,OOO-WOI‘d vocabulary) ;Inmeprlqerhparsczlglgani?nf r;gcgozﬂasﬁﬁélllr:}gq;ocdoerlrse.cetlon, with
1. Predefined confusion sets of common errors (Golding thoselln proceedings Detection Correction " " . | .g..
& Roth 1999) — e.q., principal / principle: MDM’s results can’t be com- Results presented in incom- paper: p R F p R F character-based co_nfusmn_sets to model typing er-
Ch likel h _ pared to those from other mensurate terms Due to better Ianguage X Fors as they OoOCCur In praCtlce (ChurCh and Gale
00se most-likely member in context. methods o Only per-sentence detection model, better handling Test data T20: 1991).
Limitation: I | with fi . ) f fi . .
Im.ltathi’l Can .on y dea Wr_[ predefined errors ® Used unnamed corpus; vo- and correction for erroneous 0TS bug fixes, etc y 9 .331 .853 .477 324 .829 .466 edit distances based on phonetic similarity
2. Cohesion-based (leSt & BUdanltSky 2005) Cabu|ary Only Z0,000 words. sentences; false positives for 99 c6o 27¢ 65 ceE Jc 6 641 (TOUtanOva and Moore 2002)
Use WordNet to find relationships in text. : : . correct sentences. - ' ' ' ' ' ' ' Our next ste
e Highly imbalanced test set: Most realistic condition: P
d lated ' - Only 100 correct sentences Conflated correction of L ' 995 .635 .738 | .683 629 .722 | .672
Words unrelated to context are semantic anoma Y 9 . Typ|St is 99 5% accurate Extend the present MDM model to use Church and
O nthe 1n the ssr vear | becanen out 8500 efroneous sen- T ke ongd €OF \ 999 .771 .656 .709  .768 .643 .700 Gale's (1991) model of typing erors (Wilcox-O'Hearr
rrfor{th( year are related, month / pear are not. @ Potential false positives ® No per-word accuracy, preci- Test data T62:
Limitation: Works only on content words. extremely small compared sion, recall, or false/true 9 .340 .882 .491 333 .851 .478 _
3. Trigrams (Mays, Damerau, & Mercer 1991) [MDM]: to poten|t|-al trl;e positives. IDOSIIt-IVGS- d 99 581 828 683 73 804 670 Bottom line
Try to increase trigram probability of sentence by e Hence claim of per- So replicate, and gather data v/ ' )
replacing words with spelling variations [see box sentence precision > .99 In commensurate terms. 995 .656  .795 | 719 650 .775 | .707 The NOISYy _ChannEI t”gram metho_d of real
3 and recall of 618 to .744 999 796 740 767 292 724 757 word spelling correction is superior to both
- - - is meaningless. the cohesion-based method and the
Which method is best: Test data MAL: . : :
Trigram method has never been evaluated in Enable comparison with cohesion-based method (Hirst proprietary method of Microsoft Office
comparable terms. & Budanitsky) and with MS Office Word 2007. 9 .252  .bb4  .365 243 .633  .35] Word 2007.
We replicated it to evaluate it and try to improve it. 99 .457 .583 513 448  .563  .499
.995 53] 550 540 .524 .534 529 References
999 .692 484 .569 687 472 .560 Church, Kenneth W. and William A. Gale Computing Surveys, 24(4), 377-439.
(1991). Probability scoring for spelling Mayl\jl’ EriC,(ﬁFSS]J)- [():amfra:banddROEEIFIF Lg-]
p : N Lexical COhESiOI‘I method (on MAL): correftlon. Statistics and Computing, errrceri iy n.f’i’(}:n ?Xn ’6’156 Sine mnd
Trlg Fram mEthOd beats 295 306 260 207 081 238 Golllingg?: A]\r(l)czl))r-ew R. and Dan Roth (1999). " va”??é%ef;t,fg3(56;;2(5;107163-)50%\%?5 gjc
- . - - - . . " innow-based approach to context- ICr t Corporation . Micr t
lexical cohesion and Word censitive spelling correction. Machine Cg"%?cj/v%é"z%p‘?[pr;duct/gui%e"];" d
. : : . earnin - -13. ttp: ice.micr t.com/en-us/wor
"~ both for detection and for Microsoft Office Word 2007 (on MAL): Hir_ft’ Graeﬁjé%@& ]£n7e\]/2|uauon of the /Hfzo?aKscoezzz%ﬁ;a;;g eC MS ’
%{S(lg . . . contextual spellina checker o icro- outanova, Kristina an obert C. Moore
Q—g correction. Strict >Coring softtOf;[‘iceI WF:)rlcll 2%0?. I(htl‘.p:f//l_\/lwww.cs_ (2002()1. Prolr;_unciation n_*node))ing focrl_im-
@g@ NSEBC Financia”y Supported by the N < .966 221 .360 .888 203 .330 ;i(z’;z’;;gfgl:n/qclompImg/PUbhcatlonS/pUb 5;;3\/{7(2 450%?1 /l\ri[lisgys\slgggzglo’}olfﬁeexggs
!!l g! Natural Sciences and Engineer- _ Hirst, Graeme and _Alexander Budanit_sky sociation for Computational Linguistics,
a;% U N lV E RS ITY Of TO RO N TO CRSNG ing Research Council of Canada Generous scoring ézr?gri)bg?g;‘igtr'i?% ﬁii'i'gfrciﬁgfi'g:? Wid:ﬁg’algm, L. Amber (2008). Applying
969 248 305 880 225 358 Natural Language Engineering, 11(1), trigram models to real-word spelling
Presented at the 9th International Conference on Intelligent Text Processing and Computational Linguistics (CICLing 2008), 17-23 February 2008, Haifa, Israel. Kuk?ZP:]I](;r.en (1992). Techniques for (c:(())rrir’]epclﬁzrrr.scl\i/lesri:ctekjeUs;]si;/eDriﬁz;llr;c)rp_?_gf of
Copyright © 2008, Amber Wilcox-O’Hearn, Graeme Hirst, and Alexander Budanitsky. Poster based on a design by Frank Rudzicz. aut(’)matically corr.ecting words in text. ronto [forthcoming].




