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Abstract

Discourse in online media often takes the form of siloed discussions where unpopular
views tend to get drowned out by the majority. This is especially true in platforms
such as Reddit, where only the most popular opinions get visibility. In this work,
we propose that this problem may be solved by building tools that surface opposing
views and I advance a means for automatically identifying disagreeing views on
Reddit.
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1 Introduction

The Internet is a great resource, giving people access to information that would
be otherwise inaccessible. While a good portion of this information is provided by
experts who take care in articulating their views, the proliferation of social media
and the reduced complexity of online content creation have allowed the ordinary
person to voice his or her opinion on a broad spectrum of topics. While it can be
helpful to know that many people agree on a topic, readers are often only presented
with one side of the issue (Del Vicario et al., 2015). While some work has been done
towards recognizing the absence of opposing arguments (Stab and Gurevych, 2016)
and detecting controversial topics (Dori-Hacohen and Allan, 2015; Jang and Allan,
2016), we still do not have access to information retrieval systems that are aware of
and inform us of the existence of views that are contradictory to whichever ones are
most accessible. I believe that such tools will present users with balanced views on
controversial topics and will allow them to make better informed decisions.

In this work, I describe a means of automatically identifying opposing views in
online text. This system does this by labeling document pairs as either agreeing or
disagreeing. We make an effort to focus on the semantic content of the documents
rather than more obvious lexical cues such as explicit negation. This differs from
other approaches to identifying stance in tweets (Mohammad et al., 2016), including
those of Zarrella and Marsh (2016) and Augenstein et al. (2016). Specifically, our sys-
tem is topic independent, and identifies stance with respect to individual documents
rather than the documents’ stance on a broad topic. Because, this work focuses on
social platforms such as Reddit our documents take the form of comments.

While our intent in identifying opposing opinions is positive, it is important to
note that the same methods have the potential for more malicious use. These meth-
ods can be used to suppress opinions that run contrary to states and corporations
that have the ability to censor them (Thomet, 2018).
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2 Background and Related Work

2.1 Inferring Agreement

Inference of agreement can be viewed as an extension of the task of recognizing
textual entailment (Berant et al., 2011), the task of determining if a given premise
entails a given hypothesis. That is, without additional context, a rational human
would likely infer a hypothesis is true if the premise is true. While agreement can
sometimes be implied by the absence of contradiction e.g. an instance where two
people provide different reasons for why they dislike some object, it is simpler to focus
on instances where agreeing arguments assert the same relationships or properties,
and thus can be entailed by one another. Alternative approaches, such as those
presented by Skeppstedt et al. (2016), instead infer agreement and disagreement by
detecting the polarity of a document towards another. However, this is difficult to
apply to online media where authors often fail to provide explicit citation to other
work.

State-of-the-art approaches to the problem of recognizing textual entailment have
managed remarkable performance using both statistical methods (Bowman et al.,
2016) and logical inference (Angeli et al., 2016). However, the majority of the existing
work has focused on recognizing textual entailment between sentence pairs. To infer
entailment between arguments spanning the length of a document, we must find
ways of reasoning over the entire document or find ways of reducing the documents
to shorter segments of text that can be reasoned over using existing methodology.

Early attempts at solving the entailment problem, such as Bos and Markert
(2005)’s solution, explored the use of formal logical inference. However, these meth-
ods were reliant on full semantic interpretation, that is, the conversion of statements
in natural language to a formal meaning representation. Owing to the complex and
dynamic nature of natural language, algorithms capable of accurately and consis-
tently performing full semantic interpretation have remained elusive. Other authors
have instead chosen to focus on the use of “shallow” measures of syntactic and se-
mantic similarity (MacCartney et al., 2006; Hickl et al., 2006), which led to the works
of MacCartney and Manning (2007, 2008, 2009) that propose a compromise between
full semantic interpretation and shallow reasoning that they term as Natural Logic.

In the recent past, Bowman (2013) and Bowman et al. (2015b) have the ex-
plored the use of fixed-length representations of sentences to solve logical inference
problems. They demonstrate through the use of tree-structured recurrent neural
networks (Goller and Küchler, 1996) that the appropriate composition of these vec-
tor representations results in systems that are able to automatically infer textual
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entailment with high accuracy. The supervised methods used to derive these vector
representations are reliant on the existence of large corpora of human-annotated ex-
amples such as one produced by Bowman et al. (2015a) which consists of sentence
pairs derived from image captions, labelled as entailing, contradictory, or neutral to
each other.

2.2 Inferring Disagreement

Sadly, detecting contradiction is not as simple as finding cases of non-entailment (de Marn-
effe et al., 2008). A case of non-entailment could simply imply negation or neutral-
ity. While mismatching information between sentences is often a good cue of non-
entailment, it is not sufficient for contradiction detection which requires more precise
comprehension of the consequences of sentences. De Marneffe et al. (2008) provide
a formal definition of the problem, enumerate different types of contradictions and
argue for the consideration of event coreference when assessing sentence pairs for
contradiction. Ritter et al. (2008) extend their work by recognizing the existence of
many seeming contradictions that are only unearthed through the use of background
knowledge. Similar to early attempts at solving the textual entailment problem,
their methodology is also reliant on the existence of accurate information extraction
systems and human-annotated knowledge-bases.

While Bowman et al. (2015b) show that it is possible to use vector represen-
tations of sentences to infer contradiction between them, they limit themselves to
evaluating contradiction at the sentence level. Li et al. (2017) argue that traditional
context-based word embeddings are not powerful enough for contradiction detection
because contrasting words share similar context and will therefore be mapped to
representations that are closer together in vector space. They therefore develop a
neural-network architecture tailored to learn contradiction-specific word embeddings
by minimizing the semantic gap between entailing pairs and maximizing the gap
between contradicting pairs of sentences.

2.3 Neural Natural Language Inference Models

The task of finding textual entailment and contradiction can also be termed as prob-
lems of natural language inference (NLI), in which the goal is to determine the core
inferential relationship between two sentences. MacCartney (2009) defined NLI as
the problem of determining whether a natural language hypothesis h can be reason-
ably be inferred from a natural language premise p.

A key feature that distinguishes NLI from other forms of logical inference is that
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the problem inputs are expressed in natural language, whereas research in knowl-
edge representation and methods for automated deduction typically assume that the
inputs already take the form of some formal representation such as first-order logic.
As such, a lot of the early work in NLI revolved around automatically translating
sentences expressed in natural language to formal representations.

MacCartney (2009) presented a pipeline of tools that produce alignments between
p and h and lexical relation information that the core logic requires to make its
inference. This approach, and the work done to follow it up (Watanabe et al., 2012;
Angeli et al., 2016) found mixed results, with models favoring precision at the expense
of recall.

In an attempt to remedy that problem, recent work in NLI has placed an em-
phasis on using probabilistic methods (most employing some form of artificial neural
networks) to both encode the meaning of sentences and infer the relationships be-
tween them. This paradigm has helped researchers achieve state-of-the-art results
on large corpora such as the Stanford NLI corpus (Bowman et al., 2015a) and the
Multi-Genre NLI corpus (Williams et al., 2017).

2.3.1 Vector Representations of Words and Sentences

In the same way that symbolic logical inference methods as a first step require sen-
tences to be encoded using formal representations, the use of artificial neural networks
(ANN) requires us to encode our sentences as vectors.

The task of encoding words as vectors is straightforward, where the simplest
methods involve mapping each word (or word part) to a vector of some preselected
length. Whenever a word is used as an input to an ANN, the corresponding vector is
looked up and used to represent it. These vectors can be created using distributional
methods (Pennington et al., 2014; Mikolov et al., 2013) or learned alongside other
parameters during training (Bengio et al., 2003).

However, finding fixed length representations for sentences often proves more
difficult owing to the combinatorial explosion of the number of possible sentences
given a certain vocabulary. Most methods therefore focus on efficiently finding these
representations on the fly, rather than using a giant lookup-table.

Continuous Bag of Words The simplest of such techniques involves looking up
vector representations of each of the words in the sentences, and using their sum
or average as a vector representation of the sentence. This strategy, referred to as
Continuous Bag of Words (CBOW) has been shown to be effective for a number of
tasks (Wieting et al., 2015; Adi et al., 2016), but fails to recover any information
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about word order outside of any latent properties of language possibly embedded in
the individual word vector representations.

Long Short-Term Memory Networks Other methods instead include a spe-
cial learned neural network component that takes in a sequence of words and out-
puts a fixed-length vector. A popular family of such models is recurrent neural
networks (RNNs) (Sutskever, 2013), including long short-term memory (LSTM) net-
works (Hochreiter and Schmidhuber, 1997) where the input is fed into the network
in sequential order (from left to right, or the reverse). Bowman et al. (2015a) demon-
strated that LSTM-encoded representations could outperform unigram and bigram-
based features on NLI tasks. Liu et al. (2016) and Tai et al. (2015) went on to show
that bidirectional LSTMs, and tree-structured LSTMs could offer a better way of
generating sentence encodings for semantic tasks.

Decomposable Attention Models In recent work, Parikh et al. (2016) bypass
sentence encoding entirely, and instead build representations of the entire sentence
pair without ever constructing representations for the constituent sentences. They
do this by using soft attention (Bahdanau et al., 2014) to align words in p and h,
and aggregate the result of comparing the phrases to their soft-alignments.

Chen et al. (2016) extend their work by using various LSTM networks to generate
vector representations of the phrases’ constituent words that take into account word
order.
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3 Datasets

This section describes the two datasets used in this work. The first, a large standard
NLI corpus, was used to provide a benchmark for our methodology. The second
consisted of arguments collected from Reddit, and was used to train a model capable
of inferring agreement and disagreement between comments posted to the platform.

3.1 Stanford Natural Language Inference Corpus

The SNLI corpus (Bowman et al., 2015a) is a collection of 570,000 human-written
English sentence pairs manually labelled for balanced classification with the labels
entailment, contradiction, and neutral, supporting the task of NLI. At the time of its
creation, it was two orders of magnitude larger than any similar corpus, and allowed
neural network-based methods to perform well on natural language inference tasks
for the first time.

Being a large and high-quality corpus whose sentences and labels were written
by humans in a grounded, naturalistic context, this corpus provides us with a stan-
dard way of testing the addition of syntactic information to decomposable attention
models described in chapter 2.

It is worth noting that Williams et al. (2017) have since created a similar, multi-
genre corpus to complement the SNLI corpus. However, the modified decomposable
attention models were not evaluated against it in this work.

3.2 Political Arguments from Reddit

Reddit is a social news aggregation and discussion website where members submit
content such as links, text posts, and images, which are then voted up or down by
other members. Posts are organized by subject into user-created areas of interest
called “subreddits”, which cover a variety of topics including news, science, movies,
video games, music, books, fitness, food, and image-sharing. Submissions with more
up-votes appear towards the top of their subreddit and, if they receive enough votes,
ultimately on the site’s front page.

The experiments described in this work used user comments posted on the r/politics
subreddit between December 2005 and August 20171. There were a number of rea-
sons for using the r/politics subreddit:

• r/politics is a subreddit for the discussion of current and explicitly political
U.S. news. The community attempts to cater for the needs and interests of

1Retrieved from Jason Baumgartner’s pushshift.io
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the full spectrum of political leanings. This results in discussions that include
the views of left-, centre-, and right-leaning members. This yields plenty of
instances of polar arguments when commenting users have differing opinions
on various political issues.

• As a result of strict contribution guidelines and perhaps a more mature commu-
nity, the discussions on r/politics tend to more civil and coherent compared
to a lot of the communities on Reddit. This reduces instances of deliberately
unintelligible and nonsensical comments.

• Politics attracts interest from a larger segment of the population compared to
more esoteric topics. The r/politics subreddit has approximately 3.6 million
subscribers, and nearly perpetual active discussion on the most current news
stories, resulting in a total of 61 million comments over the course of 12 years.

3.2.1 Extracting Comment Pairs

The pairs of agreeing and disagreeing comments were selected to meet the following
criteria: i) inferring the comments’ meaning should require as little context as possi-
ble; ii) the pairs should express similar or polar ideas; iii) they should, however, not
express explicit approval or disapproval.

Each selected pair consisted of a ‘parent’ comment and another made in response
to it. We selected only pairs with top-level comments, that is, where the parent
comment was made in response to the main post. This was made under the assump-
tion that the context required to understand a response increases with each level of
hierarchy. An example of the comment hierarchy is provided in figure 1.

The agreement and disagreement of the comments was ensured by selecting pairs
where the response started with an expression of explicit agreement or disagreement.
Abbott et al. (2011) show that discourse markers such as “Right” and “No” can
be strong indicators of agreement and disagreement respectively. Examples of such
response prefixes are provided in table 1. Note that while contrasting conjunctions
appended to agreeing prefixes (such as “I agree, but”) can be good indicators of
disagreement, many users used them as a segue into a related but neutral argument.
As such, these prefixes were not considered.

We ignore discourse markers that occur mid-comment in an effort to isolate com-
ments that, without their prefixes, do not explicitly express agreement/disagreement.
Thus, we can arrive at our final comment pair by removing the prefixes from each
response.

10



Figure 1: Example of a discussion on Reddit
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Table 1: Examples of explicit expression of agreement/disagreement

Prefixes
agreement I agree, Agreed, I concur, I feel you, Absolutely, Exactly, ...
disagreement No, Well no, Wrong, Incorrect, False, You’re wrong, ...

Table 2: Examples of comments collected from r/politics

Parent Comment: Maybe a draft is a good thing. Nothing would wake up
Americans more than receiving orders to report to the nearest
recruiting depot.

Child Comment: I think that the draft is actually one of the greatest catalysts
of the strength of the Sixties peace movements; Look at the
usual Sixties activist: middle-class, educated, white. Honestly,
I think that it is exactly for this reason that the United States
is wary of enacting a draft, because it would suddenly snap all
the young adults out of their MTV-induced trances in a bout
of self-entitled indignation.

Polarity: Agree

Parent Comment: Also note: the number of hospital closures and layoffs in Red
States.,Those layoffs are hurting the patients - as the GOP
refuse to accept ACA.

Child Comment: The ACA creates demand for health services. Denying the
medicaid expansion just kills that.

Polarity: Agree

Parent Comment: These are the same polls that had Hilary in the lead by a lot....

Child Comment: those polls were from before the election. That was nearly a
year ago now. Did you just awake from a coma or something?

Polarity: Disagree

Parent Comment: ”Unbend that knee! Play some football! Thats what they’re
paying you for. Stop politicizing everything that the Alt-Left
wants. Just play some football. The fans have spoken and
their paychecks will suffer if they keep it up.

Child Comment: You can’t tell them what to do and neither can Trump.

Polarity: Disagree

12



3.2.2 Evaluating Corpus Quality

Given that the corpus was constructed automatically, it was deemed necessary to
have a human annotator evaluate the quality of the extracted pairs. We therefore
randomly selected 100 sentence pairs from the corpus, and had an annotator indicate
whether the sentences agreed or disagreed. We found that the annotator agreed on
the labels for 88% of the sampled data with a Cohen’s kappa score of 0.76.

The most common reasons for disagreement between the human and automatic
annotators are listed below:

• During comment extraction, care was taken to ignore comment pairs where the
initial comment was a question, and the response began with ‘No’. However,
this filtering failed to account for comments that ended with assertions that
did not warrant an explicit ‘Yes/No’ response but posed a question in one of
the preceding sentences.

This led to instances of comment pairs where the respondent would begin their
comment with ‘No’ (as a response to the initial question), and follow up with
comments that agreed with the parent’s assertions.

• Because the comments in the chosen subreddit were mostly made in response
to ‘then-current’ news-articles, the commenters often had access to contextual
information that the human annotator did not have access to. This led to
a number of cases where the annotator labelled the pairs incorrectly either
because they chose randomly or made false assumptions.

• A number of comments were sarcastic. This led the comment-pair extractor
into assuming that the expressions explicit agreement and disagreement in the
child comments were indicative of their actual position, while in fact they were
not.
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Figure 2: Neural Network’s final feed-forward stage H.

4 Experiments

In this chapter I describe my attempts to find models capable of predicting the
relationships between the premise p and hypothesis h for each of the datasets in
chapter 3. Because of its relative simplicity, I used a feed-forward neural network
with a CBOW sentence encoding as a baseline model. I then compared this baseline
to architectures that used LSTMs and decomposable attention models to construct
their sentence encodings (as described in section 2.3 and 4.1).

4.1 Model Architectures

All of the models described in this section produce two V -dimensional vectors v1
and v2, each being a fixed-length vector representation of the premise and hypoth-
esis sentences respectively. After generating these representations, the two vectors
were concatenated and fed into a two-layer feed-forward neural network with ReLU
activations (Glorot et al., 2011). A final softmax layer outputs a score for each of
the N possible relationships between the premise and hypothesis. This final stage,
illustrated in figure 2 can be described by the function H, where:

ŷ = H([v1, v2]) (1)

All of the models described also used 300 dimensional GloVe embeddings (Pen-
nington et al., 2014) to represent each of the words. Each embedding vector was
normalized to have an `2 norm of 1 and projected down to V dimensions. In a
manner similar to Parikh et al. (2016), out-of-vocabulary (OOV) words were each
assigned random embeddings each initialized to mean 0 and standard deviation 1. All
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Figure 3: Sentence encoding using CBOW.

embeddings remained fixed during training, but the projection matrix was trained.
All other parameter weights (hidden layers etc.) were initialized using a Xavier
intialization (Glorot and Bengio, 2010).

During training, we used multi-class cross-entropy loss with dropout regulariza-
tion, and hyperparameter search was done to find the best performing values of
projected vector size V , learning rate, and dropout probability.

4.1.1 Continuous Bag of Words (CBOW)

This sentence encoding stage, illustrated in figure 3 was straightforward to imple-
ment. Each sentence’s projected word-embeddings were averaged to produce the
vectors v1 and v2 that were fed into the final stage H.

4.1.2 Long Short-Term Memory (LSTM)

This sentence encoder uses a sequence of LSTM cells (illustrated in figure 4) to
generate a sentence encoding that takes into account word order and word count.
Each LSTM cell takes, as an input, the embedding of the current word xt, and the
output ht−1 and the hidden state Ct−1 corresponding to the previous word/cell.

The cell’s state Ct and output ht are then updated using the expressions provided
in equation 2. Wf , bf , Wi, bi, Wc, bc, Wo, and bo are parameters learned during
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Figure 4: Illustration of a chain of LSTM cells.2

Figure 5: Sentence encoding using LSTM network.

training, and the ◦ operator denotes an elementwise multiplication.

ft = σ(Wf · [ht−1, xt] + bf )

it = σ(Wi · [ht−1, xt] + bi)

C = tanh(WC · [ht−1, xt] + bc)

C = ft ◦ Ct−1 + it ◦ C
ot = σ(Wo · [ht−1, xt] + bo)

ht = ot ◦ tanh(Ct)

(2)

As illustrated in figure 5, embeddings x0, x1, ..., xl each corresponding to a word in
a sentence of length l are fed into a chain of LSTM cells, and the output hl of the
final cell is used as the sentence encoding vi.
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Figure 6: Sentence encoding using Parikh et al. (2016)’s decomposable attention
model.
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4.1.3 Decomposable Attention

Decomposable attention models use attention to break natural language inference
problems into subproblems that can be solved separately, making the problem triv-
ially parallelizable. It’s worth noting that this model assumes that in NLI it it suffices
to simply align bits of local text substructure and then aggregate this information.
The model therefore loses a lot of information about the individual sentences’ local
substructure, but when Parikh et al. (2016) first published their work they were able
to achieve state-of-the-art accuracy on the SNLI corpus with an order of magnitude
fewer parameters than comparable models.

Attend The model’s first step is to use Attention to create a soft alignment between
the embedded representation of the premise and hypothesis, a = {a0, a1, ...a`a} and
b = {b0, b1, ...b`b} respectively. `a and `b denote the number of tokens in each of the
premise and hypothesis.

This step involves first computing unnormalized attention weights eij using a
function F

′
which is decomposed to an expression involving F , a feed-forward neural

network with ReLU activations. This is expressed in equation 3.

eij = F
′
(a,b) = F (a)TF (b) (3)

The attention weights are then normalized as shown in equation 4 to produce βi
(the subphrase in a that is softly aligned to bi) and αi (the subphrase in b that is
softly aligned to ai).

βi =

`b∑
j=1

exp(eij)∑`b
k=1 exp(eik)

bj

αi =
`a∑
i=1

exp(eij)∑`a
k=1 exp(ekj)

ai

(4)

Compare The aligned phrases are then compared by feeding a concatentation of
each pair through a function G which is also a feed-forward neural network with
ReLU activations:

v1,i = G([ai, βi])

v2,i = G([bi, αi])
(5)

2Illustration copied from Christopher Olah (http://colah.github.io/posts/
2015-08-Understanding-LSTMs/)
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Figure 7: Alignments α and β between the sentences “Five children playing soccer
chase after a ball” and “Five children are playing.”. Darker values indicate values
closer to zero.

Aggregate The two sets of comparison vectors are then aggregated by summation
resulting in vectors v1 and v2 that encode the meaning shared between each sentence
and its companion:

v1 =
`a∑
i=1

v1,i

v2 =

`b∑
i=1

v2,i

(6)

An added advantage of using attention mechanisms to solve NLI problems is
that values of the soft alignments provide insight into the model’s ability to correctly
align subphrases in the premise and hypothesis that may contribute to their semantic
relationship. An example of such an alignment is illustrated in figure 7.

4.2 Using Grammatical Information in Neural Natural Lan-
guage Inference Models

While the methods described above do a reasonably good job at encoding sentence
meaning, they all fail to factor in what we know about the syntactic and semantic
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Figure 8: A dependency parse of “The fox slept peacefully.”.

structure of language. Two particularly useful indicators of grammatical structure
are parts of speech and typed dependencies.

While parts of speech indicate the grammatical function of individual words,
typed dependencies provide a simple indication of the grammatical relationship be-
tween words in a sentence. Most forms of dependency relationships are provided in a
format similar to those recommended by de Marneffe and Manning (2008) and give a
more intuitive way of thinking about the relationships between words in a sentence.
For instance, figure 8 indicates a dependency parse of the sentence, The fox slept
peacefully., where we see that fox is the subject of slept.

Tai et al. (2015) show us how this structure can be used to design LSTM networks
where the direction of dependency relationships rather than linear order is used to
determine how hidden states are propagated along the chain. However because doing
this results in additional model complexity, it was desireable to see if including this
grammatical information in simpler models would yield improved results.

To test this, all the sentence pairs in the SNLI corpus were parsed with Parsey-
McParseface, a pretrained instance of Andor et al. (2016)’s transition-based neural
dependency parser. Using these parses, we were able to represent each token as a
triple consisting of: i) its pretrained embedding, ii) a unique (randomly initialized)
d-dimensional embedding corresponding to the type of its dependency relationship
and iii) the pretrained embedding corresponding to the head of its dependency rela-
tionship.

These triples were then concatenated and fed into each of the three models de-
scribed in this section, with only the randomly initialized dependency-type embed-
dings updated during training. The word embeddings were instead fed through a
projection layer similar to the one described in the introduction to this section.

For comparison, we ran the same experiments with the tokens represented by i)
the token’s embedding and the dependency-type embedding, ii) the token’s embed-
ding and a POS-tag embedding, and iii) just the token’s embedding.

Results and Discussion

The results of these experiments are provided in table 3. The reader will note that
our accuracy on plain tokens differs from 86.3, the value reported by Parikh et al.
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Table 3: Accuracy of decomposable attention Models trained on SNLI dataset with
and without grammatical information.

Accuracy
Tokens 85.99%
Tokens+POS 86.23%
Tokens+Dep+Head 85.46%

(2016). This is likely due to slight differences in model construction and training.
For instance, due to constraints in access to computational resources, we evaluated
each of the models with a batch-size of 1024, rather than one of 4, which was the size
chosen by Parikh et al. (2016) but would have led to a much slower training time.
However, because these experiments were chiefly carried out to gauge the impact of
including grammatical information, we believe it’s more important to measure the
change in model accuracy.

As evidenced by the table, including grammatical information does not seem to
improve model accuracy by a considerable amount. Adding information about a
word’s dependencies decreases accuracy, while adding part-of-speech only increases
accuracy by 0.28%.

There may be a number of reasons for this result. It’s possible that because many
of the tokens shared the same head, including an embedding corresponding to the
head token for each of them would create a lot of redundant information that would
act as noise to the network during training. Tai et al. (2015) get around this problem
by composing a single vector representation for each head, that is a function of all its
dependents. It is also possible that the dependency parser is not able to accurately
parse all of the sentences, leading to the propagation of errors into the NLI model.

The increment in accuracy as a result of including part-of-speech information may
be because the training set is large enough to latently encode sufficient information
about how the syntactic properties of words affect the semantic relationships of the
sentences they are contained in.

4.3 Agreement and Disagreement on Reddit

To evaluate our models’ ability to infer agreement and disagreement in online dis-
course, we used the dataset described in section 3 to create a training set and test
set consisting of 0.8 and 0.2 of the 115,680 labeled comment pairs.

The comments were then tokenized and parsed using a transition-based depen-
dency parser, and all comments were truncated to a maximum of 100 tokens. Each
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Table 4: Accuracy of the various models trained on Reddit dataset with and without
POS information

CBOW LSTM Decomposable Attention
Tokens 0.6794 0.7737 0.7180
Tokens+POS 0.6858 0.7747 0.7138

of the tokens was then converted to its embedded representation using the method-
ology described in section 4.1. We also evaluated the effect of including grammatical
information in the form of POS-tags. Information from dependency relationships
was excluded because of their poor performance in the experiments described in
section 4.2.

The results of these experiments are provided in table 4. The accuracy reported
for each combination of token and sentence encodings was obtained after searching
for the best combination of hyperparameters (learning rate, size of hidden state and
dropout rates).

It is somewhat remarkable that the LSTM does a better job at generating sen-
tence encodings when compared to the decomposable attention model, which has in
the past (Parikh et al., 2016) outperformed LSTM encoders on the SNLI corpus. A
possible explanation for this discrepancy is the fact that the SNLI corpus was con-
structed from image captions. Because image captions describe a well-defined scene,
they tend to be shorter and more concise, and will tend to use more specific vocabu-
lary. On the other hand, social discourse (more so on political topics) is more likely
to carry lexical ambiguity, and will require the reader to factor in sentence structure
to infer the meanings of individual words. It is therefore insufficient to simply align
tokens in the premise and hypothesis without factoring in the context in which they
occur.

Given that the decomposable attention model produces alignments α and β be-
tween the premise and hypothesis, it also made sense to inspect the alignment weights
to get insight into how the model carries out inference. Sample values of α are plot-
ted out in figures 9 and 10. Each of these plots reveals the unfortunate fact that
despite our best efforts to remove obvious indicators of negation, a good number of
them made their way into the dataset. This number was significant enough to cause
the model to place a large emphasis on the presence of these indicators (sometimes
to its success and others to its detriment).

Aside from overemphasis of obvious negation, it was also noted that in a num-
ber of instances the model attended on the final punctuation mark in the parent
comment, and the first token in the child comment. Examples of this are given in
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Figure 9: Plots of α alignments for comment pairs where the decomposable attention
model’s inference was correct.
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Figure 10: Plots of α alignments for comment pairs where the decomposable attention
model’s inference was incorrect.

figure 11. This may be an indicator that the first token in the child token is a strong
indicator of the nature of the agreeing or disagreeing prefix that was stripped from
the original comment. It also demonstrates that the model is more reliant on the lex-
ical properties of the child comment than the alignments of related sub-phrases from
the parent and child comments. This is includes, for example, (‘donating’, ‘signed
up today’) in figure 11a and (‘doing a great job’, ‘Held him to actually answering’)
in figure 11b.

It is interesting that the decomposable attention model that was so apt at align-
ing related sentence substructure in the SNLI corpus would fail at doing so for the
Reddit comments. This may be explained by differences in the way disagreement and
agreement manifest themselves in the two corpora. The SNLI corpus was constructed
by asking annotators to provide sentences that were entailing, contradictory, or neu-
tral to a supplied premise. And though corpus’ authors tried to enforce rules that
promoted sentence quality, the provided hypotheses often resembled paraphrased
versions of their corresponding premises. On the other hand, comments in Reddit
expressed agreement and disagreement in a style unique to the authors. In addition
to this, comments on Reddit tend to use a far larger vocabulary, resulting in a larger
number of words that fall out of the GloVe embeddings’ vocabulary.

Seeing how useful the alignments of the decomposable model were in finding
the flaws in our model architecture and data collection, we saw it fit to find a way
of interpreting the results of the model that used an LSTM for sentence encoding.
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(a)

(b)

Figure 11: Plots of α alignments for comment pairs where the decomposable atten-
tion model placed undue emphasis on punctuation and the beginning of the child
comment’s sentences.
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We therefore stacked the decomposable attention model’s attention mechanism on
top of an LSTM, resulting in a model that learns to align the hidden states of the
LSTM cells corresponding to each of the sentences’ tokens, rather than their raw
embeddings.

Because a unidirectional LSTM propagates information in one direction, the
alignments resulting from this architecture appeared as smears starting from the
token of interest and spreading to cells whose hidden states are a function of those
of their preceding neighbors. This made the alignment plots harder to interpret. We
therefore evaluated the use of a Bidirectional LSTM (BiLSTM) to generate hidden
states for each token. As its name implies, a BiLSTM propagates hidden states, in
both directions ensuring that all of a token’s neighbors are taken into consideration
when encoding its fixed-length representation.

Through hyperparameter search, we were able to train a model that achieved
accuracy comparable to the plain LSTM models (77.48%). It is possible that gains
to accuracy may have been made by making further refinements, however, this was
sufficient to observe how an LSTM-based model’s inferences differed from that of a
plain decomposable attention model.

We found that while a lot of the weaknesses of decomposable attention remained
evident, the LSTM-based model was able to identify more subtle indicators of dis-
agreement. For example, by placing emphasis on phrases such as ‘I think’ and ‘If
you think’ it was able to correctly infer relationships of disagreement that the plain
model got wrong. Figure 12 illustrates an example of this.

These results show that models designed to solve NLI tasks can be used to infer
the agreement and disagreement between comments gathered from Reddit. The
model performs significantly better than random guessing, and there is evidence
that using complex models that factor in word order and inter-sentence alignment
can provide a significant performance boost to a simple CBOW baseline.

However, by using sentence alignments to gain a better understanding of the
models’ inference process, we have also observed that greater care must be taken in
automatically constructing a corpus of agreeing and disagreeing pairs. Allowing the
bias used to automatically select comment-pairs to seep into the final dataset causes
models to overemphasize features that prevent generalization. Possible remedies to
these problems, and extensions to this work are discussed in the conclusion.
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(a) (b)

Figure 12: Plots of α alignments of the same comment pair generated using a) a
decomposable attention model and b) a decomposable attention model stacked on a
BiLSTM.
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5 Conclusion

5.1 Summary of Contributions

In this work, I have explored methods of identifying opposing views in online dis-
course. I have a presented a means for the unsupervised extraction of a large corpus
of agreeing and disagreeing comment pairs, whilst ensuring that a majority of the
examples are free of more obvious indicators of agreement and disagreement. I have
explored the use of grammatical information, and a variety of sentence encodings in
building classifiers capable of inferring the semantic relationships between these com-
ment pairs. Last, I have explored the use attention mechanisms to provide insight
into the decision making process of NLI models.

To my knowledge, this is the first work that attempts to analyse comments made
in reaction to news events on Reddit. While a lot has been done in identifying
stance on Twitter (Mohammad et al., 2016), it presents a different challenge because
its users have to express their views in 140 characters, and will try and include topical
context (in the form of hashtags) to improve the visibility of their tweets. On the
other hand, Reddit allows up to 40,000 characters and because comments are made
in threads dedicated to specific topics, writers can safely assume that they already
share a lot of context with the reader.

To achieve this task, I have provided methodology for going about the unsuper-
vised labelling of agreeing and disagreeing pairs. I hope that this work can act as a
starting point for future work that requires the extraction of large corpora of agreeing
and disagreeing document pairs from online discourse.

In addition, this work takes an approach that stratifies models according to the
way that they generate sentence/document encodings. Coincidentally, this paradigm
was the theme of the RepEval 2017 shared task (Nangia et al., 2017) in which par-
ticipants were challenged to come up with robust ways of generating fixed-length
document encodings suited to solving a multi-genre NLI task. The tasks described
in this document may therefore serve as an additional proving ground for future work
in improving document encoding.

I have also demonstrated that grammatical information extracted from syntactic
parses does not provide significant gains to model accuracy when used as features.
As discussed in section 4.2, this information is made most useful by factoring the
syntactic structure of the sentences when constructing their fixed-length encodings.

Last, I believe that I have made a contribution in showing how attention mech-
anisms can be used to used to improve the interpretability of NLI models. Lipton
(2016) states that the demand for interpretability most commonly arises when there
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is a mismatch between the formal objectives of supervised learning and the real
world costs in a deployment settings. Sure enough, in this work, setence alignments
drawn from the attention mechanisms revealed a number of instances where models
were able to make correct inferences by focusing on irrelevant features. Probing the
models’ decision making also revealed that their misbehavior was often times as a
result of flaws in the dataset rather than the models’ architecture. The alignments
also revealed how the different methods of constructing sentence encodings impact a
model’s ability to factor in the sentences’ constituent words.

5.2 Limitations and Future Work

The results presented in section 4.3 indicate that the quality of the data extracted
from Reddit had a negative impact on their significance. Some of the issues encoun-
tered trying to use this data include:

1. The methods used to strip obvious indicators of agreement and disagreement
were not as effective as anticipated. A lot more work can be done towards
ensuring that a smaller fraction of the training set includes these markers.

2. A number of the comment pairs lacked sufficient contextual information to en-
able the models or even a human annotator to decide their semantic relation-
ship. Future work should take into account the news article, topic of discussion
and current events before making an inference about agreement/disagreement.
This will require efficient ways of storing and referencing information from a
larger pool of documents during inference.

3. Outside of using the human ranking provided by Reddit, it is hard to auto-
matically gauge the quality of discourse. As a result, our dataset contains
comments that were either sarcastic or made in jest but also happened to be
well-received by their readers. Future work will therefore need to incorporate
methods capable of detecting and excluding comments that exhibit sarcasm
and humour.

In addition to improving the data collection process, it would also be useful to
evaluate the use of models that factor in the syntactic structure of sentences when
constructing sentence encodings, such as the methods proposed by Tai et al. (2015)
and Chen et al. (2016).

Despite having made progress towards accurate pairwise comparison of comments
made in online discourse, we have not explored ways of rapidly retrieving documents
that are in agreement/disagreement with a query document. In the future, we might
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be able to achieve this by instead focusing on generating fixed-length sentence en-
codings such that the level of agreement and disagreement is correlated with some
distance measure between the vector representations. This would allow us to re-
trieve agreeing/disagreeing comments either through clustering or locality sensitive
hashing (Andoni et al., 2015).

It is the author’s hope that this work will contribute to the eventual construction
of a system capable of retrieving opposing views on the Internet, and grant people
access to a broader spectrum of ideas and opinions.
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