Chapter 5

Computational Comparison 

One of the stated purposes of the center-surround feature contrast detector, to act as a model for human visual contrast detection, was tested in the previous chapter.  This chapter considers the method from a computational point of view, investigating the quality of the method compared to a computational model (Bergen & Landy 1991) that performs a similar function.

Summary of  “Computational modeling of visual texture segregation”

In “Computational Modeling of Visual Texture Segregation”, James Bergen and Michael Landy present the results of a model designed to detect the border between areas of differing texture.  The method presented by Bergen and Landy has similarities to the centre-surround feature contrast detector method presented in this paper.  Both methods are based on low level visual processing in humans, and as such, all operations performed are restricted to processes that are believed to be involved in early human visual processing.

Texture segregation is similar to visual pop-out in that an image that contains areas of sufficiently different textures is often immediately segregated visually into multiple regions based on texture differences without any conscious thought or analysis.  This is different from texture discrimination, which is a process by which the boundaries of regions are detected by examining the elements that form the texture.  In texture segregation, either one texture area pops-out from the other, seen as foreground-background, or the border between two areas pops-out. 

The model presented by Bergen and Landy is a series of five steps, as follows.  1)  Construct a pyramid of the image at various spatial resolutions.  2)  Construct four orientation maps at each level using the second directional derivative to determine the orientation at each pixel location.  3)  Measure the local energy within each orientation map by calculating a weighted average over a small region of the image.  4) Compute a measure of opponency by subtracting the vertical energy from the horizontal energy and the right diagonal energy from the left diagonal energy.  5)  Normalize by dividing by the sum of the energies for all four orientations at that pixel location.

Visual Search vs. Texture Segmentation

The tests in this chapter differ from most previous tests in that the task is texture segmentation, not visual search.  In visual search, the objective is to identify a single element whereas in texture segmentation the objective is to identify a region of elements.  The previous chapter presents one texture segmentation experiment in which the border of a central rectangle is detected.  The center-surround contrast detector is successful in this case because the region is defined by an orientation shift at the border.  This is consistent with one theory of texture segmentation, that it is a result of the visual system detecting the contrast at the border between regions (Nothdurft 1993).  According to this theory, the mechanism for texture segmentation, detecting a contrast border, and the mechanism for visual search, detecting a contrasting element, are very closely related.  Therefore a computational method for detecting contrast, such as the one presented here, ought to be successful at detecting the contrast border between image regions.  

The complementary theory of texture segmentation is that it is a result of grouping similar elements.  This is the theory the Bergen and Landy algorithm follows.  Thus the desired result of the Bergen and Landy algorithm is a bright area covering one region while the desired result of the contrast detection method is a bright outline separating the regions.

Experiment 1 - Orientation-based Textures

Bergen and Landy Results

The authors provide three examples of orientation based textures (Figure 34).  The first is a display of oriented lines with a central area of lines at a different orientation, similar to the stimuli used in the Nothdurft experiments.  The second is composed of two sinusoidal gratings (bottom) and two areas of summed sinusoidal gratings (top).  The third is composed of two natural textures:  tree bark and a bundle of straw.  In the oriented line and the bark/straw images, the center area is expected to be distinguished from the surrounding area.  In the sinusoidal image, the boundary between the bottom two panels is expected to be more salient than the boundary between the top panel.  In all three case, the Bergen and Landy algorithm performs as expected, as can be seen in Figure 35.
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Figure 34: Input images for experiment 1

	[image: image4.png]



	[image: image5.png]



	[image: image6.png]




	(a)
	(b)
	(c)


Figure 35:  Results achieved by Bergen and Landy method for Experiment 1.  The results show a pair of images at each level of the pyramid.  In each pair, the left image is the result of the horizontal energy outputs minus vertical energy outputs, and the right image is the result of right-diagonal energy outputs minus left-diagonal energy outputs.
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Figure 36: Results achieved by centre-surround feature contrast detector method for Experiment 1

Centre-Surround Feature Contrast Detector Results

The results of applying the center-surround feature contrast detection method on the Experiment 1 input images are shown in Figure 36.  These results differ from the Bergen and Landy results because the Bergen and Landy algorithm is designed to locate texture regions while the algorithm presented here is designed to locate areas of contrast, which are the boundaries between image regions.  Therefore the result of a successful trial for Bergen and Landy will show each region as a different intensity, and the magnitude of the difference between the two image regions is reflected in the magnitude of the intensity difference in the results image. A successful trial for the contrast detector will show a line between the regions, and the intensity of the line indicates the magnitude of the difference between the regions.  The method was successful in locating areas of high contrast in images (a) and (b), but not in image (c).  The result for image (a) shows the outline of a square that is in agreement with the location of the abrupt change in orientation of the line segments in the input image.  The result for image (b) demonstrates the ability of the method to correctly order differing degrees of contrast.  The input image is composed of four panels with high contrast between the upper and lower panels, high contrast between the two lower panels, and very little contrast between the two upper panels.  The contrast is accurately represented in the resulting contrast map by a bright horizontal line across the entire map, indicating high contrast between upper and lower panels; a bright vertical line in the lower half of the map, indicating high contrast between the two lower panels; and a somewhat less bright vertical line in the upper half of the map, indicating a small amount of contrast between the upper panels.

The result for image (c) can be better understood by examining the orientation maps for this image (Figure 37).  The edge data for this image is very sparse, and it is also quite noisy, that is, there are many edges of all orientations in both areas.  The centre-surround algorithm is strongly affected by these conditions and so is unable to accurately detect contrast in this image.
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Figure 37:  Edge maps for Image in Figure 34 (c)

Experiment 2 - Micropatterns

Bergen and Landy Results

Micropatterns are textures composed of small shapes or patterns.  The micropattern image tested by the authors is composed of  three distinct texture areas.  The background texture is ‘L’ shaped elements, the left region is ‘X’ shaped elements, and the right region is ‘T’ shaped elements (Figure 38).  All elements are placed at various orientations and “quasi-random” positions.  Human trials indicate that the X-region will be visually segregated, but the T-region can only be distinguished with conscious attention.  Bergen and Landy illustrate that at the third largest scale, the results of their method show a distinct region (bright area) on the left half of the image, the location of the X-region, but not on the right, the T-region (Figure 39).  Bergen and Landy interpret these results as suggesting that “the percept of segregation generated in these textures may have a basis similar to that underlying the perception of orientation based textures” (Bergen & Landy 1991).  They do not, however, present the results of subtraction of the oriented energy outputs for this image, which leads me to believe that the regions do not segregate in the final result .
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Figure 38: Input image for experiment 2

	[image: image15.png]





Figure 39: Results achieved by Bergen and Landy method for Experiment 2.  These images are the oriented energy outputs from step 3 of the Bergen and Landy algorithm.

Centre-Surround Feature Contrast Detector Results

The centre-surround method results are shown in Figure 40.  This image shows no distinct contrast border between the background ‘L’ region and the left foreground ‘X’ region, although the left region is distinctly darker than the right region, indicating less contrast detected within the region itself.  There are several possible explanations for why the centre-surround algorithm was not able to detect a contrast border in this image.  All are based on the nature of the contrast present in the image.
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Figure 40: Results achieved by centre-surround method for Experiment 2.

The first possible cause of the contrast in the image is that the eye perceives the scale of the two regions as different.  Even though the line lengths of all elements are equal, the X’s appear smaller because the intersection divides each line, there is no clear line of full length, whereas with both the ‘T’ and ‘L’ elements there are edges that are uninterrupted for the full length of the line segment.  This can be classified as a contrast of scale.  The appearance in the final contrast map of less contrast in the left region can be explained by this possibility.  The centre-surround feature contrast detector operates on only one scale.  Therefore if the scale of the operator is closer to the scale of the right region and background than it is to the scale of the left region, one would expect the right region and background to result in higher contrast measurements.

A second possibility is that the contrast is not due to characteristics of the elements themselves, but rather it is due to how they are perceived as a group.  The rows and columns used to lay out the patterns are much more visible among the ‘X’ group than the other groups.  This is in part due to the fact that the X’s are more centered within the block of pixels in which each letter is placed.  With both the L’s and the T’s, a significant portion of the letter is toward an edge of the pixel block, bringing a greater portion of those letters in close contact with each other.  In addition, the centered aspect of the X’s draws the eye to the center of the pixel block for each ‘X’.  These centers can be visually connected to form rows and columns whereas the L’s and T’s draw the eye to different positions depending on the orientation of the letter, and so there is much less continuity from one element to the next.  This is supported by the results of Bergen and Landy.  Their oriented energy outputs show the ‘X’ area only at a small scale and only in two of the four orientations.  These results may be caused by the algorithm detecting the arrangement of the elements in rows and columns.

The final possibility for the contrast in this image is that the areas have internal contrast differences.  There are four times as many orientations for the L’s and T’s as there are for the X’s because the former can be rotated 360( without repetition, but the latter can only be rotated 90( before returning to its original orientation.  This possibility also provides a reasonable explanation of the results in Figure 40, in which less contrast is indicated on the left side of the image, the X’s, than the rest of the image, the L’s and T’s.

All the cases discussed above are possible explanations of the contrast visible in the input image, and all are outside the scope of the centre-surround feature contrast detection algorithm.  Thus the method is not able to indicate a contrast border for this image, although there is some indication in the contrast map of segregated regions. 

Experiment 3 - Texture Experiments

Bergen and Landy Results

The stimuli for these experiments are designed to be restricted in the spatial frequency content.  This allows the authors to evaluate the orientation processing aspect of the model separately from the spatial frequency aspect of the model.  The input images, as shown in Figure 41, are composed of  a central square with one corner missing, on a differently oriented background.  The images were formed by applying a Gabor filter to a field of Gaussian noise.  The filter orientation was changed to determine the orientation of each region.  The Bergen and Landy method was able to accurately identify the central region (Figure 42).
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	Figure 41:  Input image used in  experiment 3
	
	Figure 42:  Results achieved by Bergen and Landy method for experiment 3


Centre-Surround Feature Contrast Detector Results

Using the centre-surround feature contrast detector method on Figure 41 yielded the results shown in Figure 44(a) - obviously not the desired outcome.  The expected result is a bright outline indicating the border between the two textures.  Instead, this image contains no discernible form of any sort, outline or region areas.

Figure 44(b) shows the result if the central region is viewed as a single contrasting element rather than as a texture region.  This result was achieved by changing the scale of the center-surround operator so that the center Gaussian completely covers the central region. This required the input image to be altered slightly to accommodate a larger operator.  The modified input image is shown in Figure 43.  The modified image is the same as the original input image, except that the surround area has been extended to make a 512 x 512 pixel image.  The difference between the two results can be attributed to two causes.  First, that the contrast detector is designed to detect a single contrasting element and so responds best under those conditions.  When using a small operator and trying to locate the border, much greater contrast is required to activate the contrast detector to a degree similar to that of a single element with contrasting elements in all directions.  The second cause is found in the image itself – the nature of the orientation.  In previous examples the edges were very clean, and so the edge operator returns very strong results.  In this image, however, the edges are not so clean and the resulting edge maps are quite noisy.  This results in contrast detected within each region.  Therefore, although the center-surround feature contrast detector is not able to detect the contrast border between the two regions, it is able to detect contrast defined in the same manner when the region is viewed as a single contrasting element.
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Figure 43:  Modified input image for experiment 3
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Figure 44: Results achieved by centre-surround method for Experiment 3

