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Abstract

This paper criticizes previous approaches to perlocutions and previous formalizations of perlocutionary effects of communicative actions by showing that some of their fundamental assumptions are inconsistent with data from communication studies, psychology, and social studies of persuasion. Consequently, it argues for a data-driven approach to pragmatics, one that permits pragmatic theories to be falsified and improved. The paper also offers an introductory account of a formal theory that can explain the difference in persuasiveness between messages that are characterized by the same set of locutionary and illocutionary acts; and the difference in persuasiveness of the same message with respect to different hearers. The formal theory is developed using the language of situation calculus. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Since Austin published his most influential book (1962), researchers in linguistics, computational linguistics, and artificial intelligence have analyzed, challenged, and modified to an impressive extent his initial conception of locutionary and illocutionary acts. In contrast, perlocutionary acts have received much less attention. To my knowledge, apart from a few studies (Cohen, 1973; Campbell, 1973; Gaines,
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1979; Davis, 1979; Gu, 1993; Kurzon, 1998), the linguistics literature provides only marginal discussions with respect to perlocutions (Black, 1969; Searle, 1969; Sadock, 1974; van Dijk, 1977; Bach and Harnish, 1979; Leech, 1983). The computational linguistics and artificial intelligence literature is not much richer either: in most cases, perlocutions are treated only peripherally (Cohen and Perrault, 1979; Allen and Perrault, 1980; Perrault and Allen, 1980; Cohen and Levesque, 1985; Appelt, 1985; Cohen and Levesque, 1990a; Perrault, 1990) or are studied from a predominantly argumentative facet (Zukerman and McConachy, 1995; Reed and Long, 1997; Pautler and Quilici, 1998).

The purpose of this paper is to show that there is a significant gap between empirical data that was derived by researchers in communication studies, psychology, and social studies and the assumptions that underlie current studies of perlocutions. The inconsistencies between empirical data and perlocution theories do not seem to stem only from the distinction between illocutions and perlocutions that worried Austin (1962: 109), but also, to a certain extent, from some assumptions that underlie speech act theory as a whole.

Despite the fact that the data that I present here falsify some of the assumptions that constitute the foundations of speech act theory, my intention is by no means to dismantle it. Rather, the message that I want to convey is that if we want pragmatics to have a substantial impact both on linguistics and on real-world applications, we need to avoid language idealizations and artificially constructed examples, and anchor our research and theories in real-world data. My intent in this paper is not only to offer an example of how empirical data can be used to falsify and improve pragmatic theories, but also to provide a sociolinguistic perspective on speech acts from which applied researchers in multi-agent communication, natural language generation, argumentation, and user modelling could benefit. If inter-agent communication languages (Finin et al., 1997; Shoham, 1993; Sidner, 1994; Cohen and Levesque, 1995), inter-agent negotiation protocols (Sycara, 1989; Cohen and Levesque, 1993; Chu-Carroll and Carberry, 1998; Carberry and Lambert, 1999), and natural language generation systems that argue persuasively (Hovy, 1988; Elhadad, 1992; Maybury, 1993; Marcu, 1996; Reed and Long, 1997; Pautler and Quilici, 1998) and adapt to different users (Hovy, 1988; Bateman and Paris, 1989; Paris, 1991; Moore, 1995; Zukerman and McConachy, 1995) are to become more flexible and proficient, they will eventually have to make use of more knowledge of pragmatics: this paper provides a corpus of such knowledge that is well grounded in empirical experiments.

My inquiry into a data-driven approach to the study of perlocutions, as defined by Austin (1962), starts (section 2) with a brief introduction to speech act theory, perlocutionary effects, and persuasion. Once the background information is laid out, I present and discuss a set of seven fallacies that are characteristic to current linguistic and formal models of perlocutions (see section 3). The fallacies are justified by empirical results in communication studies, psychology, and social studies of persuasion. On the basis of the empirical data that is presented in section 3, I then propose (section 4) an introductory account of a formal theory that can explain the difference in persuasiveness between messages that are characterized by the same set of
locutionary and illocutionary acts; and the difference in persuasiveness of the same message with respect to different hearers.

2. Speech act theory and persuasive communication: Background information

2.1. Perlocutionary acts in speech act theory

Central to speech act theory is the understanding that there are three facets to what can be said:

1. The *locution* is the act of saying something. This "includes the utterance of certain noises [the phonetic act], the utterance of certain words in a certain construction [the phatic act], and the utterance of them with certain 'meaning' in the favourite philosophical sense of that word, i.e., with a certain sense and with a certain reference [the rhetic act]" (Austin, 1962: 92).

2. The *illocution* is the act done in saying something. More precisely, an illocution explains in what way one is using a locution: "for asking or answering a question, giving some information or an assurance or a warning", etc. (Austin, 1962: 98).

3. The *perlocution* is the act done by saying something. "Saying something will often, or even normally, produce certain consequential effects upon the feelings, thoughts, or actions of an audience, or of the speaker, or of other persons" (Austin, 1962: 101).

For example, if you say to me 'Don't smoke!', you do not merely utter the words 'don't' and 'smoke', which subsume the locutionary act, but you also perform an illocutionary act, namely, that of urging, advising, or ordering me not to smoke. If, as a consequence of this utterance, I don't smoke, the perlocution is that you convinced me not to smoke.

In this paper, I make no philosophical claims with respect to the role of intention in interpreting perlocutions and speech acts (Campbell, 1973; Gaines, 1979; Gu, 1993); the difference between 'direct' and 'associated' perlocutions (Cohen, 1973); or the fallacies that follow from a straightforward adoption of the multiplicity, infinity, or causation thesis (Gu, 1993) – the multiplicity thesis asserts that speaker's saying something may produce multiple effects in different hearers; the infinity thesis asserts that almost anything could result from a speech act; and the causation thesis asserts that the hearer's being affected should be treated as a consequential effect of speaker's saying something. My critique of previous approaches to perlocutions and speech act theory relies instead on a set of inconsistencies that I prove to hold between the assumptions on which these theories have been built and data derived from empirical studies in persuasive communication.

2.2. A short introduction to persuasive communication

Researchers in communication studies, psychology, and social studies have shown that, given a speech act, one cannot predict whether that speech act will
achieve its intended perlocutionary effect. Nevertheless, one can use linguistic mechanisms to increase the chances of a speech act and its perlocutionary effect to be successful. Altering the chances of uptake for a speech act involves decisions that pertain to a very large number of factors, which range over features that characterize the speaker, hearer, message, communication channel, and destination of the message that is associated with that act. In presenting these factors, I use a concrete task: the creation of a persuasive message that is designed to warn teenagers about the temptation to smoke, which they should resist. This message should not be understood as a cooked-up laboratory example of the kind that I criticize, but rather as an opportunity for the reader to understand and visualize how different mechanisms and techniques modify a small text from one that is neutral to one that is persuasive. The incremental creation of the persuasive message is constructed in such a way that it emphasizes at each step weaknesses and false assumptions that are used in previous approaches to perlocutions and speech act theory.

Behavioral studies (Pfau et al., 1992) show that children are born and live through the first decade of their lives with a natural aversion for smoking. However, during the transition from primary to middle grades, this attitude deteriorates (Evans and Raines, 1982; Pfau et al., 1992) and produces in some adolescents a growing chance of experimental and regular smoking. One way to prevent this is by inoculation, i.e., “by exposing the person to a weak dose of the attacking material strong enough to stimulate his defenses but not strong enough to overwhelm him” (McGuire, 1970: 37). According to Miller (1980), who defines a persuasive act as a message that is intended to shape, reinforce, or change the response of another, or others, inoculation is a form of persuasive communication. Consequently, an inoculation act is an instance of a perlocutionary act, since its result is a message intended to reinforce a response with respect to a certain behavior, in this case, smoking.

Obviously, inoculation is just a particular case of persuasion; but as it will become obvious in section 3, designing a message that falls into the inoculation category raises as many problems as designing one that falls into the more general category, the persuasive one. Moreover, such an enterprise uncovers an important number of issues that pertain to the ‘likelihood’ of a given message to achieve certain perlocutionary effects.

To simplify further my enterprise, I will deal in this paper only with written texts; this means that this paper makes no claims about perlocutionary effects that are achieved through phonetic acts, or through different pitches, intonations, etc.

3. Persuasive communication: A case study in perlocutionary acts

3.1. The fallacy of considering perlocutionary acts to be consequences of simple locutionary acts

Assume that one is given the task of creating a message that will persuade teenagers to stay smoke free. From a philosophical perspective, analyzing the locutionary, illocutionary, and perlocutionary facets of ‘Don’t smoke!’ , ‘Stay smoke
free!’, or ‘Smoking could kill you’ is a fascinating exercise. However, if we use any of these messages in the real world, it is very unlikely that they will achieve the intended perlocutionary effect. If we want to be persuasive, we will have to do much more: we will have to give explanations, reinforce the beliefs of the teenagers that are consistent with our goal, refute the beliefs that are not, appeal to emotions, etc. (McGuire, 1968; Stiff, 1994). In other words, we will have to build much more sophisticated texts.

As soon as we accept that perlocutionary effects need not be direct consequences of elementary locutionary or illocutionary acts, we open a whole new realm that is beyond the reach of speech act theory, as it was initially proposed by Austin (1962). Let us assume that in our enterprise of creating a message that will persuade teenagers to stay smoke free, we come up with the following text:

(1) No matter how much one wants to stay a non-smoker, the truth is that the pressure to smoke in junior high is greater than it will be any other time of one’s life: only 25% of the young adults will not pick up a cigarette and let curiosity take over. Only about 70% will not become experimental smokers. Of those who will start smoking, about 90% will end up with a pack and a lighter for the rest of their lives. We know that 3,000 teens start smoking each day, although it is a fact that 90% of them once thought that smoking was something that they’d never do.

Text (1) has a much more sophisticated structure than any of the simple, one-clause messages that I considered in the previous paragraph. It starts by contrasting the current attitude that is incompatible with smoking and the future attack from the peer group. The contrast is then made more salient by an enumeration of statistical data that support the argument presented in the introductory sentence.

Despite its richness, we will shortly see that text (1) is still unlikely to achieve persuasion, i.e., it is still unlikely to cause the perlocutionary effect of persuading a teenager to stay smoke free. However, let us assume for a moment that it does so. There are two classes of questions that we can then ask: the first class pertains to the organization of knowledge, beliefs, and attitudes of the hearer, which could explain how and why the perlocutionary effect succeeded. The second class of questions pertains more to the message itself and concerns the procedures that could be applied in order to identify the individual speech acts in a sequence of utterances and the precise determination of the locutionary or illocutionary elements that produced the intended perlocutionary effect. After all, assuming that text (1) is persuasive, what were the factors that produced the effect? Was it the warning about the pressure to start smoking that teenagers were going to be exposed? Was it some of the evidence that supported this warning? Or was it the text as a whole? Speech act theory provides no answers to these questions. In fact, providing answers to them amounts, among other things, to solving the ‘many forms for one function’ mapping problem

---

1 This fallacy has been pointed out by Austin (1962) and Searle (1969) as well. I use it here only for the sake of making my argument complete.

2 Example (1) is created from a text discussed by Pfau (1995).
(Schiffrin, 1994), which occurs when it is the complete full text or the discourse that has a function, rather than any single sentence. Unfortunately, as noted by Taylor and Cameron, "the question of how illocutionary acts are sequenced in actual episodes of connected speech is not one that looms large in the lives of philosophers ... For the analyst working with natural data, however, it is an issue on a par with that of classification/identification" (Taylor and Cameron, 1987: 58).

3.2. The fallacy of considering that 'new' information is needed in order to produce perlocutionary effects

A hidden assumption that is used by researchers in speech act theory (Austin, 1962; Davis, 1979; Gu, 1993) is that perlocutionary effects occur as a consequence of having the hearer understand an utterance that 'brings in' some new information, i.e., information that is unknown to the hearer. This assumption constitutes the basis of formal models of perlocutions in the artificial intelligence literature as well. For example, Cohen and Perrault (1979) associate with each speech act two plan operators: one plan operator corresponds to the illocutionary act and has its effects defined in terms of hearer's beliefs about the speaker's beliefs. For instance, the effect of an inform(speaker, hearer, proposition) speech act is that the hearer believes that the speaker believes proposition – believes(hearer, believes(speaker, proposition)). A second plan operator, called 'mediating act', is supposed to bridge the gap between speech acts and their perlocutionary effects. For instance, convince(speaker, hearer, proposition) is applicable when the hearer believes that the speaker believes that proposition holds, and has the effect that the hearer will believe that proposition holds. Hence the effect of inform(speaker, hearer, proposition) is believes(hearer, proposition). The same assumption is used by Appelt (1985), who states the effects of an action as knowledge of the hearer about knowledge of the speaker.

Given Cohen and Perrault's and Appelt's formal definitions, which reflect the pervasive interpretation of perlocutions, it is not at all clear how one could account for perlocutionary effects in cases in which a proposition is already believed by the hearer, or in which the hearer already believes that the speaker believes that a proposition holds. For example, one can smoke despite believing that smoking is unhealthy, or one could refuse to speak louder despite knowing that all other participants in the dialogue want one to speak louder.

In fact, new information by itself rarely changes attitudes (Karlins and Abelson, 1970). On the contrary, if a text is to be persuasive, it will have to remind the hearer of information that she already knows (McGuire, 1968; Holtgrave et al., 1995; Witte, 1995). For example, in our case, we can remind the reader that smoking is a detrimental habit and that it costs money. A key factor in persuasive communication is to go beyond simple reminders, continuously reinforce the beliefs that the receivers hold, and emphasize the cumulative risks that otherwise people tend to underestimate (Holtgrave et al., 1995). If we apply these techniques to increase the persuasiveness of text (1), we can reinforce the beliefs that smoking smells and is bad and that no matter how one feels about smoking now and no matter how bad one
thinks it is, or even if one promises they'll never start, 75% of the teenagers will try it at least once (see text 2 below).

If a speaker wants to be persuasive, he must not only include in the message information that is already known to the hearer, but must also make explicit the conclusions that are implicit (McGuire, 1968). In doing so, he will have to pay attention to the particular place in the text where these conclusions are embedded: explicit conclusions should go either first or last, but not in the middle. If the conclusion is shattering, as in the case of telling a patient that she has cancer, the conclusion should go last because after such news, the patient will not be able to follow the rest of the message (Witte, 1995; Bostrom, 1983). However, the introductory part should not be too long, since when one has bad news, it is inappropriate to 'beat around the bush'.

Formal approaches to perlocutions (Cohen and Perrault, 1979; Appelt, 1985; Sycara, 1989) assume that the hearer is a rational agent that knows everything that pertains to the deductive closure of his knowledge. Therefore, they cannot account for the difference in perlocutionary effect between two messages that differ only with respect to a conclusion that is implicit in one message, but explicit in the other one. To account for this, models that distinguish between the short- and long-term memory of conversational participants (Walker and Rambow, 1994) and models that operate with beliefs that can be assigned different strengths (Galliers, 1992) would need to be considered.

In my ongoing refinement of the inoculation message, I make explicit the conclusions of each part: I use a direct inference – but something or someone convinced them otherwise – as the final conclusion of the second paragraph; and a metaphoric comparison between smoking and baseball as the final conclusion. This corresponds to the cue of using a climax ordering (McGuire, 1968) and avoiding the saying of the best things, or the conclusions, in the middle of the text.

Text (2), i.e., the text that is obtained from text (1) when one applies the changes discussed in the last two sections, is still unlikely to be persuasive. However, I present it here in order to give the reader the opportunity to understand better one of the key ideas that I want to emphasize, namely that the persuasiveness of a text is not a feature that can be characterized appropriately by a binary value (yes or no), but rather by a continuum that spans over an interval that has at one extreme texts that are persuasive and at the other extreme texts that are dissuasive, i.e., texts that have the opposite of their intended effect.

(2) No matter how much one wants to stay a non-smoker, the truth is that the pressure to smoke in junior high is greater than it will be any other time of one’s life: only 25% of the young adults will not pick up a cigarette and let curiosity take over.

No matter how one feels about smoking now and no matter how bad one thinks it is, or even if one promises one will never start, 75% of the teenagers will try it at least once. Only about 70% will not become experimental smokers. Of those who will start smoking, about 90% will end up with a pack and a lighter for the rest of their lives. We know (that 3,000 teens start smoking each day, although it
is a fact that 90% of them once thought that smoking was something that they'd never do. But something or someone convinced them otherwise. And all this happens despite the fact that teenagers know that smoking is a detrimental habit: It smells, it's bad, and it costs money. As they say in baseball 'three strikes and you're out'.

3.3. The fallacy of attaching little or no importance to the role of the hearer in the perlocutionary act

A careful analysis of Austin's definition of perlocutions shows that he assigns to the hearer a passive role in the success of a perlocutionary act. However, as Gu (1993) notes in his critique of the causation and infinity theses, treating the hearer's response act as a simple consequence of speaker's speech act denies the status of agent for the hearer. Researchers in user modelling and communications have gone far beyond this point. Demassification (Chamberlain, 1994; Strecher et al., 1994), i.e., the degree to which specialized content can be delivered to different individuals, is nothing but a recognition of the importance of the hearer's features in persuasion. An illustration of the successful applicability of demassification in health communication is provided by the fact that over 400 different HIV/AIDS programs exist today in San Francisco alone, each aimed at a particular subaudience (e.g., gay Hispanic male prostitutes) (Rogers, 1994).

Moreover, recent research in the field of behavioral decision making (Yates, 1990; Holtgrave et al., 1995) shows that persuasion is not a constant function of beliefs and attitudes, but that it rather varies depending on the hearer's level of involvement, i.e., "the motivational state induced by an association between an activated attitude and some aspect of the self-concept" (Johnson and Eagly, 1989: 293), and the stage of change that the hearer (recipient) is in. In the stages-of-change model (DiClemente and Prochaska, 1985; Holtgrave et al., 1995), for example, there are five stages through which a recipient is thought to pass as they change their attitudes, beliefs, and behaviors:

1. **Pre-contemplative** – the recipient does not recognize the problem or the need for a change.
2. **Contemplative** – the recipient is seriously thinking about the problem and the need for a change.
3. **Preparation** – the recipient is making a commitment to change and is taking steps to prepare for a change.
4. **Action** – the recipient has already modified their behavior for a period of one day to six months.
5. **Maintenance** – the recipient has changed from six months to an indefinite period.

A recipient may be stalled at one stage and need a 'push' to the next. It is obvious that in order to be persuasive, the content of a message should differ radically according to the stage that the recipient is in: the information provided to a person who is not aware that smoking is unhealthy should be different from that provided to
a person who has been attempting to quit smoking for more than three months. The stages-of-change model, which has been validated empirically, also creates complications concerning the adequacy of a definition of perlocutions in terms of modification in hearer’s beliefs or behavior because a good definition will have to explain why a recipient changes her behavior only when she moves from the preparation to the action stage.

The hearer’s level of involvement affects the likelihood of messages being persuasive as well. If it is high, the arguments that support the claims in a message should be of high quality; if it is low, it is not the quality of the arguments that counts, but rather, their number: the more arguments, the better (McGuire, 1968; Bettinghaus and Cody, 1987). Another important factor is the moral profile of the hearer: if they are achievement seekers, it is better to include in a message information that explains how they can advance and achieve a goal; if they are anxious, it is better to avoid the use of fear appeals because this may lower the persuasive effect.

3.4. The fallacy of assuming the hearer to be a ‘rational’ agent

Most theories of perlocutions assume that perlocutionary effects can occur only when the hearer recognizes both the speaker’s intention (Campbell, 1973; Gaines, 1979) and when the speaker fully understands the message (Austin, 1962; Cohen, 1973; Campbell, 1973; Gaines, 1979; Davis, 1979; Gu, 1993). However, empirical data (McGuire, 1968; Bettinghaus and Cody, 1987) show that this is not the case. In fact, the most popular cognitive models of persuasion, the elaboration likelihood model (Petty and Cacioppo, 1986) and the heuristic model (Chaiken, 1987), rely on a distinction between central and peripheral routes to persuasion, and systematic and heuristic processing, respectively. The central route is marked by a careful scrutiny of the message content: it posits that attitude change is a function of message content and elaboration. The peripheral route reflects an attitude change process that is marked by the association of message recommendations with positive or negative cues in the message environment, without effortful scrutiny of the message content. To my knowledge, no approach to perlocutions is able to account for these differences.

3.5. The fallacy of attaching little or no importance to the role of the speaker in the perlocutionary act

Speech act theory acknowledges only the causative role that a speaker has in producing a perlocutionary act; however, studies in persuasion have shown that the credibility, attractiveness, and power of the speaker and of the source to whom a message is attributed plays a much richer role in achieving persuasion than theories of perlocutions have acknowledged so far. As expected, the relevant features of the speaker are not absolute: they are rather dependent on the hearer (Stiff, 1994) and they are influenced by the groups to which the hearer belongs or wants to belong. It is normal for different hearers to assign to the same speaker a high, moderate, or low credibility.
In our ongoing example, we can increase the chances of achieving persuasion by assigning the message to a high credibility source. For example, instead of saying 'We know that 3000 teens start smoking every day', we can say 'Research tells us that 3000 teens start smoking each day'. Teenagers may be more receptive to messages whose sources are highly involved. In our example, the involvement of the speaker could be increased by replacing the formulation 'And all this happens despite the fact that teenagers know that smoking is a detrimental habit' with 'Stupid habit! I don't know why people waste their breath on these cigarettes. You know that smoking is a detrimental habit'. These changes are shown in text (3) below.

(3) No matter how much one wants to stay a non-smoker, the truth is that the pressure to smoke in junior high is greater than it will be any other time of one's life: only 25% of the young adults will not pick up a cigarette and let curiosity take over.

No matter how one feels about smoking now and no matter how bad one thinks it is, or even if one promises one will never start, 75% of the teenagers will try it at least once. Only about 70% will not become experimental smokers. Of those who will start smoking, about 90% will end up with a pack and a lighter for the rest of their lives. Research tells us that 3000 teens start smoking each day, although it is a fact that 90% of them once thought that smoking was something that they'd never do. But something or someone convinced them otherwise.

Stupid habit! I don't know why people waste their breath on these cigarettes. You know that smoking is a detrimental habit: It smells, it's bad, and it costs money. As they say in baseball 'three strikes and you're out'.

3.6. The dismissal of the role that the structure of locutions plays in the success of perlocutionary acts

The arguments that I have brought, so far, against speech act theory pertain more to what pragmaticists will call external factors. As Gu (1993) would probably say, the issues discussed so far pertain more to the way a transaction is carried out, i.e., pertain to a specialized domain of pragmatics, that of rhetoric. However, in the rest of this section I will show that empirical data that was gathered by researchers in persuasive communication challenge not just external aspects, but also the very basic understanding of speech acts as fundamental units of communication.

Structuring a message for persuasive purposes is very important, because although understanding decreases smoothly as messages become 'less structured', the chance for their perlocutionary effects to be successful decreases rapidly (Darnell, 1963; Bettinghaus and Cody, 1987; Reed and Long, 1997). Depending on hearer's awareness of the pros and cons of a problem, different orderings of the information to be presented should be chosen. For a hearer who is not aware of the cons, to increase the chances of a message being persuasive, it should be composed in such a way that supporting information is presented first, and refuting information
second. For a hearer who is aware both of the pros and cons, the message should first present the arguments against the goal that is intended to be achieved and support it afterwards (McGuire, 1968). In our example, when inoculation is performed, the teenagers are unaware of the pressure that they are going to be exposed to; therefore, it is better to move the third paragraph in text (3) to the beginning of the message (see text 4 below). In this way, we support better the aversion for smoking that teenagers have, and prepare them for the presentation of the arguments that refute this aversion. In the field of natural language generation, Reed and Long (1997) and Marcu (1997) have acknowledged the importance of ordering in the generation of persuasive texts; however, the mechanisms that they propose do not provide a full description of the relation between argumentative and rhetorical structures and perlocutions.

In other domains, other techniques may be useful. For example, if some arguments are disagreeable while others are agreeable, it is better to present the agreeable ones first (McGuire, 1968). Section 3.2 above discussed the variations in perlocutionary effects that are observable when different orderings are chosen with respect to the position of the conclusion in an argument.

The persuasive technique of framing seems to be one that could give plenty of trouble to speech act theorists. Despite controversies that exist with respect to psychological explanations of fear appeals and the relation between fear and persuasion (Hale and Dillard, 1995), researchers in communication agree that in some domains, in order to persuade, a message has to be framed in such a way that bad consequences are emphasized (Meyerowitz and Chaiken, 1987; McNeil et al., 1982). Hence, although 25% of the young adults will not start smoking and 75% of the young adults will start smoking have the same meaning, the second one is more likely to achieve persuasion. Given the equivalence of the locutionary acts in these examples, and given exactly the same speaker and hearer, speech act theory has no ability to distinguish between the different perlocutionary effects that are associated with them.

If we apply the techniques described above to our ongoing example, we obtain text (4):

(4) Stupid habit! I don’t know why people waste their breath on these cigarettes. We know that smoking is a detrimental habit. It smells, it’s bad, and it costs money. As they say in baseball ‘three strikes and you’re out’. No matter how much one wants to stay a non-smoker, the truth is that the pressure to smoke in junior high is greater than it will be any other time of one’s life: 75% of the young adults will pick up a cigarette and let curiosity take over. No matter how one feels about smoking now and no matter how bad one thinks it is, or even if one promises one will never start, 75% of the teenagers will try it at least once. About 30% will become experimental smokers. Of those who will start smoking, about 90% will end up with a pack and a lighter for the rest of their lives. Research tells us that 3,000 teens start smoking each day, although it is a fact that 90% of them once thought that smoking was something that they’d never do. But something or someone convinced them otherwise.
3.7. The fallacy of considering speech acts to be the basic units of communication

The assumption that the speech act is the basic unit of communication (Searle, 1969) is strongly refuted by an important number of persuasive techniques that apply at levels that are much more finely grained than speech acts. If we take speech act theory literally, there is no possibility of explaining why given a common set of conditions, speech acts that are characterized by the same locutionary and illocutionary acts, yield different perlocutionary effects. Let us consider a few examples.

People have troubles reasoning with probabilities (Holtgrave et al., 1995) and there is great disagreement about how different probabilistic values are linked with qualitative adjectives (Mostellor and Youzt, 1990). Because understanding the message is an important prerequisite for the success of a persuasive communication act (McGuire, 1968; Stiff, 1994), in persuasive communication it is better if instead of quantitative discriminators, one uses the qualitative discriminators that are suggested by sociolinguistic research. For example, virtually always and high probability have average quantitative probability meanings relatively near 99%, while unlikely, doubtful, and low probability are consistent with a probability value of 20% for some audiences (Bryant and Norman, 1980). In changing a quantitative discriminator into a qualitative one, it seems that the locutionary and illocutionary parts of a speech act remain the same. However, empirical data supports the observation that perlocutionary effects differ.

Lexical choice in general plays an important role in persuasive communication. One way to increase persuasiveness is by eliminating all hedges, such as perhaps, maybe, and possibly. The use of metaphors (McGuire, 1968), 'stronger' language and 'pathetic' words (Bettinghaus and Cody, 1987), and specific terms instead of abstract terms (Toulmin et al., 1979: 142) increases the degree of persuasiveness. In our ongoing example, these recommendations will make us prefer cancer sticks over cigarettes, messy over detrimental, and bucks over money.

Increasing the denotative, spatial, and temporal specificity of a text is another way to make a text more persuasive (Parrott, 1995). The denotative specificity can be increased by stating the agent, object, and action explicitly, the spatial immediacy by using demonstratives that are 'close' (this, these, here rather than that, those, there), and temporal immediacy by using the present tense in reference to present events:

(5) Stupid habit! I don't know why people waste their breath on these things — literally. We used to call them 'cancer sticks'. I know that you think that smoking is a messy habit, right? It stinks, it's bad, and it costs bucks. As they say in baseball "three strikes and you're out".

No matter how much you want to stay a non-smoker, the truth is that the pressure to smoke in junior high is greater than it will be any other time of your life. Three out of four young adults — and you are one of them — will pick up a cigarette and let curiosity take over.

Think about it! No matter how you feel about smoking now, no matter how bad you think it is, or even if you swear you'll never start, three of every four of you will try it at least once. Almost a third of you will become experimental smokers,
and many of you will end up with a pack and a lighter full time. Researchers tell us that 3,000 teens start smoking each day, and you can count on the fact that most of them, like you, once thought that smoking was something that they'd never do. But something or someone convinced them otherwise.

In explaining some of the differences in persuasion between text (4) and text (5), I am sympathetic with the position expressed by Campbell (1973: 291) who argues that Austin's notions of locution and perlocution exclude both the speaker and hearer as determinants of meaning. According to Campbell, a word like cat has one meaning for a pet lover, and a different meaning for one who suffers from allergy. It is true that Campbell's position presupposes the existence of a level that is finer grained than locutions, but it still does not explain why for a given hearer, semantically equivalent terms yield different perlocutionary effects.

In discussing the fallacies that underlie the foundations of speech act theory, I have showed how one can take a text, text (1) in our example, and modify it iteratively using heuristics that have been empirically shown to be successful for increasing the likelihood of that text being persuasive. The differences between any two consecutive versions of the text are not prominent. But the difference between text (1) and (5) is. I have not carried out any experiments to assess empirically whether text (5) is more persuasive for a teenage audience than text (1). My intuition is that it is, i.e., it is more likely to produce the intended perlocutionary effect.

4. Towards a formal theory of persuasion

4.1. Theoretical background

Given our empirically demonstrated inability to draw a distinct line between perlocutions that are successful and perlocutions that are not, it seems that attempts such as those of Gaines (1979) and Davis (1979) to classify perlocutionary acts are inadequate. I believe that their two-faceted classifications, which are reminiscent of the Searlean mapping between locutionary and illocutionary acts and which propose sets of necessary and sufficient conditions that make the performance of a perlocutionary act successful, cannot capture the continuum that characterizes the likelihood of a message to be persuasive, a continuum exemplified by texts (1) to (5). Hence, instead of developing a theory in which I can discuss whether a perlocutionary act is successful, I will develop a theory in which I can estimate the likelihood of a perlocutionary effect being achieved. I believe that such a theory can more easily accommodate the empirical findings that I presented in section 3.

Explaining how the beliefs and attitudes of hearers are organized and revised as a consequence of being exposed to certain messages are knowledge representation issues that go beyond pragmatics and that I do not address in this paper. Instead, I prefer to give an introductory account of a formalism that accommodates the continuum of likelihoods of messages being persuasive and that can be used to compare the persuasiveness of different messages.
Central to the formalization of persuasiveness that I propose here is the acknowledgment of the roles that the speaker and hearer, and the structural, locutionary, and illocutionary facets of a message have on increasing or decreasing the likelihood of that message being persuasive. In order to be consistent with the empirical data discussed in section 3, the formalization will account for perlocutionary effects not only at what is traditionally called the speech act level, but also at both finer and coarser grained levels. The finer grained level will account for the effects that various lexical constructs have, while the coarser level will account for the effects that various rhetorical orderings have.

The formalization that I propose has its roots in previous work on action-based theories of language (Cohen and Perrault, 1979; Allen and Perrault, 1980; Perrault and Allen, 1980; Cohen and Levesque, 1985; Appelt, 1985; Cohen and Levesque, 1990a,b), which is consistent with Austin's view in assuming that communication is a form of action and that coherent texts can be generated/understood in terms of the sequences of actions that subsume them.

In outlining the formalization, I rely on a variant of the language of situation calculus that was developed by Reiter (1991, 1999). The situation calculus is a first-order language for representing dynamically changing worlds in which all of the changes are the result of named actions performed by some agent. Throughout this paper, I use the convention that free variables are universally quantified, that variables start with lower-case letters and constants with upper-case letters. In the situation calculus, terms are used to represent states of the world, i.e., situations. If a is an action and s a situation, the result of performing a in s is also a situation, represented by do (a, s). The constant S₀ is used to denote the initial situation. Relations whose truth values vary from situation to situation, called fluents, are denoted by predicate symbols taking a situation term as the last argument. For example, knows (Speaker, P, S) means that in state S, the Speaker knows that P. Functions whose values vary from situation to situation, called functional fluents, are denoted by function symbols taking a situation term as the last argument. For example, processed-words(Hearer, S) = 15 means that up to state S the Hearer has processed 15 words.

4.2. Outline of the theory

As I have shown in section 3, essential for the understanding and producing of perlocutionary effects is the ability to account for effects of actions that pertain to finer grained levels than the level of traditional illocutionary acts. A possible solution is one that is built on the basis of a set of simple surface-based actions that pertain to the lexico-grammatical, locutionary level of messages. In this set we will find actions such as use_noun(noun, elementary_message), use_verb(verb, elementary_message), use_pronoun(pronoun, elementary_message), start(elementary_message), and close(elementary_message), where an elementary_message subsumes the locutionary facet of a traditional speech act. Hence, we assume that each

---

3 As this section shows, although I use the notion of surface-based action in a way that is similar to Appelt's (1985) or Stone and Doran (1997), the effects that I associate to them are much richer.
locution corresponds to a sequence of elementary actions and that each such sequence starts with a \textsc{start}(elementary\_message) action and ends with a \textsc{close}(elementary\_message) action. At the surface level, a \textsc{close}(elementary\_message) action could correspond, for example, to the insertion of a period, or question mark.

In addition to these surface-based actions, we also use a simple action called \textsc{interpret}(elementary\_message). The role of this action is to model the effects that fully realized elementary messages (locutionary acts) may have on the state of the world, the message, and the hearer. These effects can be of illocutionary nature, i.e., they can model, for example, the illocutionary effects of a locutionary act (Searle, 1969); can be of rhetorical nature, i.e., they can model how a locutionary act is integrated into a more complex structure that reflects the discourse organization of all elementary messages that make up a message (text) (Asher, 1993; Kamp and Reyle, 1993); or can be of perlocutionary nature, i.e., they can model how a locutionary act affects the likelihood of a message being persuasive. In this paper, I will focus only on perlocutionary effects.

According to the requirements of the language of situation calculus, each simple action is characterized by a precondition axiom that specifies the conditions in which that action can be performed. Given the nature of the surface actions that I propose here, their precondition axioms will need to make reference not only to the beliefs and knowledge of the speaker, as most locutionary actions do (Cohen and Perrault, 1979; Allen and Perrault, 1980; Perrault and Allen, 1980; Cohen and Levesque, 1985; Appelt, 1985; Cohen and Levesque, 1990a,b), but also to lexico-grammatical constraints. For example, a precondition axiom for \textsc{use\_verb}(verb, elementary\_message) will specify that in a state \( s \) the action is possible, \textsc{poss}(\textsc{use\_verb}(verb, elementary\_message), \( s \)) \( \leftrightarrow \text{number}(verb, s) = \text{number}(\text{noun}(elementary\_message)) \), if and only if \( verb \) has the same number as the corresponding \text{noun} in the elementary\_message. Similarly, a \textsc{close}(elementary\_message) action is possible in a state \( s \) only if there exists a previous state in which the elementary\_message was started. And an \textsc{interpret}(elementary\_message) action is possible in a state \( s \) only if the action that comes immediately before it in the sequence of actions that subsumes the whole message is a \textsc{close}(elementary\_message) action.

In order to capture the continuum that characterizes the likelihood of a message being persuasive (a message consists of a sequence of elementary messages), I introduce a functional fluent, \textsc{persuasiveness}(message, speaker, hearer, goal, \( s \)), which takes values over the set of integer numbers – speaker and hearer are the agents involved in the message exchange, \( goal \) is a persuasion-related goal, such as ‘convince hearer to stay smoke free’ or ‘persuade hearer to buy flowers’, and \( s \) is the state of the world. A high value of \textsc{persuasiveness} with respect to a certain message does not guarantee any response from the hearer; it rather estimates the likelihood of eliciting a response. Hence, this approach does not fall prey to the causation fallacy discussed by Gu (1993), because it poses neither necessary nor sufficient conditions between a message and a response. The way the hearer interprets and responds to a message is uncoupled from the message and specific to each individual; as a consequence, the ‘effect = act’ fallacy (Gu, 1993: 243) that follows from the multiplicity and infinity theses and that leads to associating with
messages a triggering, perlocutionary role independent of the hearer is also avoided.

The functional fluent PERSUASIVENESS is constructed so that it also acknowledges that the same message can have different likelihoods of being persuasive with respect to different persuasive goals, even when the speaker and hearer are fixed. It is entirely possible, that a message has a high likelihood of being persuasive with respect to a speaker convincing a hearer to go to a party, for example, but a low likelihood with respect to convincing the same hearer to get there by bus. By incorporating the variable goal into the fluent, we acknowledge that goals are an important facet of persuasive acts as well.

In the process of generating a message, a speaker starts with a communicative goal and plans the sequence of actions that will lead from state \( S_0 \), in which the value of the functional fluent PERSUASIVENESS is set to 0, to a state in which the communicative goal is satisfied. In the process of interpreting a message, a hearer reconstructs the sequence of surface actions that generated that message and makes use of INTERPRET actions in order to understand how the elementary messages fit together and affect its beliefs and attitudes. In either case, a message is assumed to be a sequence of surface and interpret actions. From a perlocutionary perspective, each of the actions in such a sequence can have a positive or negative contribution with respect to the likelihood of achieving some perlocutionary effect. The bigger the value associated with the functional fluent PERSUASIVENESS is in the final state \( S \), the more likely is a message to be persuasive.

Depending on the factors that affect the likelihood of a message being persuasive, simple actions can be partitioned into two classes: agent-independent and agent-dependent actions.

Agent-independent actions are actions whose perlocutionary effects are independent of the speaker, hearer, structure of the message, etc. Using specific nouns instead of general ones, and using denotative, spatial, or temporal specific nouns are strategies that can be formalized using actions from this class. For example, the Specific-noun effect axiom (6) states that if it is possible in a state \( s \) to perform an action USE_NOUN(noun, elementary_message) and the noun is ‘specific’, then, in the resulting state, do(USE_NOUN(noun, elementary_message), s), the likelihood of the overall message being persuasive will be increased. The General-noun effect axiom (7) specifies that the use of a general noun decreases the persuasiveness of the message independent of the speaker, hearer, goal, or structure of the message. In what follows, the function symbols succ and pred are used to denote the successor and predecessor functions defined over the set of integer numbers. The predicate POSS formalizes the preconditions that need to be satisfied in state \( s \) in order for an action to be possible. The symbol \( \rightarrow \) stands for material implication. And the symbols \( m, em, sp, h, g \) and \( g \) are used as abbreviations of message, elementary_message, speaker, hearer, and goal respectively.

(6) Specific-noun axiom

\[
\text{POSS}(a, s) \land a = \text{USE_NOUN}(\text{noun, em}) \land \text{is_specific(noun)} \land \\
\text{PERSUASIVENESS}(m, sp, h, g, s) = n \rightarrow \\
\text{PERSUASIVENESS}(m, sp, h, g, \text{do}(a, s)) = \text{succ}(n)
\]
(7) General-noun axiom
POSS(a, s) AND a = USE_NOUN(noun, em), AND is_general(noun) AND
PERSUASIVENESS(m, sp, h, g, s) = n →
PERSUASIVENESS(m, sp, h, g, do(a, s)) = pred(n)

Agent-dependent actions are actions whose perlocutionary effects are dependent
on the agents that participate in a conversational exchange, on the agents to which
locutionary acts are attributed to, or indirectly, on the structure of the message. To
illustrate these three sources of dependence, I discuss now a set of effect axioms that
are associated with the action INTERPRET(em).

Source-sensitive effect axiom (8) specifies that if an INTERPRET(em) action is per-
formed in state s (assuming it is possible to perform it – POSS(INTERPRET(em), s) is
true), and if the elementary message em is attributed to a source source who has a
High credibility in the eyes of the hearer h, then in the subsequent state do(INTER-
PRET(em), s), the likelihood of the message being persuasive is increased.

(8) Source-sensitive axiom
POSS(a, s) ∧ a = INTERPRET(em) ∧
SOURCEOf(em) = source ∧
CREDIBILITY(h, source) = High ∧
PERSUASIVENESS(m, sp, h, g, s) = n →
PERSUASIVENESS(m, sp, h, g, do(a, s)) = succ(n)

Hearer-sensitive effect axiom (9) specifies that if an INTERPRET(em) action is per-
formed in state s, the hearer h already believes in some y, and em reinforces the
hearer's belief in y, then the likelihood of the message to be persuasive is increased.

(9) Hearer-sensitive axiom
POSS(a, s) ∧ a = INTERPRET(em) ∧
(∃y)(BELIEVES(h, y) ∧ REINFORCE(em, y)) ∧
PERSUASIVENESS(m, sp, h, g, s) = n →
PERSUASIVENESS(m, sp, h, g, do(a, s)) = succ(n)

Structure-sensitive effect axiom (10) specifies that if an INTERPRET(em) action is
performed in state s, there is a component y of the overall message m that has been
constructed up to state s, and em is a conclusion of y in a rhetorical sense, then the
likelihood of the message being persuasive is increased.

(10) Structure-sensitive axiom
POSS(a, s) ∧ a = INTERPRET(em) ∧
(∃y)(PARTOf(y, message) ∧ ISCONCLUSION(em, y)) ∧
PERSUASIVENESS(m, sp, h, g, s) = n →
PERSUASIVENESS(m, sp, h, g, do(a, s)) = succ(n)

Obviously, the classification above has primarily a didactic role; it only provides
a convenient way of organizing the space of factors that influence the likelihood of
a message being persuasive. A complete axiomatization will be characterized by effect axioms whose antecedents use predicates that characterize both the agents involved, the structure of the message, and its lexical realization. If one enumerates all precondition and effect axioms that pertain to a domain of discourse, then it is possible to automatically derive a set of ‘successor state axioms’, which completely characterize the way the values of the fluents and the values of functional fluents change as effect of the simple actions (Reiter, 1991, 1999).

4.3. The theory in action

Assuming that one has axiomatized completely a given domain, i.e., provided precondition and effect axioms for all possible actions that are relevant to that domain, one can then also characterize the likelihood of messages being persuasive. Consider for example, the following excerpts from text (4) and text (5) respectively:

(11) No matter how one feels about smoking now, no matter how bad one thinks it is, or even if one promises that one will never start, 75% of teenagers will try it at least once.
(12) No matter how you feel about smoking now, no matter how bad you think it is, or even if you swear that you’ll never start, three of every four of you will try it at least once.

If we analyze these texts, we notice that text (12) is identical with text (11) with the exceptions of using more specific denotative terms (you instead of one), stronger language (swear instead of promise), and avoiding percentages (three of every four instead of 75%). If we consider the two sequences of actions that produced these texts, they will be similar with the exception of the surface actions that characterize the differences that I have mentioned above. A parallel representation of the two sequences is shown below.

(13) \( a_1; \ldots; a_i; \text{USE_PRONOUN(}one\text{)}; \ldots; a_k; \text{USE_VERB(}promise\text{)}; \ldots \)
(14) \( a_1; \ldots; a_i; \text{USE_PRONOUN(}you\text{)}; \ldots; a_k; \text{USE_VERB(}swear\text{)}; \ldots \)

Since each of the specified surface actions that pertain to text (12) increases the likelihood of that text to be persuasive (‘you’ is a specific pronoun and ‘swear’ is a strong verb), while the ones associated with text (11) does not (‘one’ is a general pronoun and ‘promise’ is a weak verb), in the states that result from executing the two sequences of actions, the value associated with the fluent PERSUASIVENESS will be higher for the sequence that characterizes text (12), i.e., sequence (14), than the value associated with the sequence that characterizes text (11), i.e., sequence (13). Therefore, the proposed formalization enables one to determine among a set of messages, for a given speaker and hearer, which message is most likely to be persuasive.

If the formalization proposed here is used in a natural language setting similar to the one described by Appelt (1985), for example, and if the goal is to generate persuasive text, a planning system could choose among the different plans (sequences
of actions) that satisfy a given communicative goal, the one that is most likely to be persuasive, i.e., the one for which the value associated with the PERSUASIVENESS fluent in the final state is the highest.

In a similar way, on the grounds provided by the actions that belong to the agent-dependent class, one could explain why the same message has different likelihoods to achieve its persuasive effects for hearers who have different beliefs and attitudes. Consider, for example, that we have completely axiomatized two hearer models $H_1$ and $H_2$ and consider that they differ only in the way they perceive the credibility of some source $S$: $H_1$ believes that $S$ has high credibility, while $H_2$ does not believe that. The interpretation of the sequence of actions that corresponds to a message (see, for example, the sequence in 15) below will yield an increase in message persuasiveness when the action \textsc{interpret(em)} that is attributed to source $S$ is executed in the context of user model $H_1$, but no increase in persuasiveness when the same action is executed in the context of user model $H_2$.

\begin{equation}
(15) \ a_1; \ldots; a_i; \ \textsc{interpret(em)}; \ \ldots;
\end{equation}

Everything else being equal, the sequence of action (15) will be considered more persuasive when interpreted from the perspective of $H_1$ than the perspective of $H_2$.

The distinction between surface- and interpret-like actions can also model the difference between peripheral and central routes to persuasion (Petty and Cacioppo, 1986; Chaiken, 1987). If the understanding of a message is formalized to be part of the truth conditions that make an \textsc{interpret} action possible, then the persuasiveness of a message can still be high due to the persuasive effects of surface-based actions, which do not require understanding. However, when a hearer actually pays attention and understands a message, the likelihood of that message being persuasive will be higher because both surface and interpret actions can increase the value associated with the persuasiveness fluent.

5. Conclusion

In this paper, I studied the adequacy of previous approaches to perlocutions from a perspective that is firmly grounded in empirical data that have been obtained by researchers in communication, psychological, and social studies. I studied a particular case of perlocutionary acts, namely, persuasive acts, and showed that there were inconsistencies between the empirical data and the assumptions that perlocution theories have been built upon. The inconsistencies are due to the simple correlation in these theories between illocutionary acts and perlocutionary effects and the neglect or diminution of the importance that the characteristics of the hearer and speaker, the structure of the message, and the linguistic choices and cues have on the likelihood of a message being persuasive.

Given our inability to draw a distinct line between perlocutions that are successful and perlocutions that are not, it seems that attempts such as those of Gaines (1979) and Davis (1979) to classify perlocutionary acts are inadequate. The data pre-
sented in this paper shows that their ‘all or nothing’ classification of perlocutionary acts, which is reminiscent of the Searlean mapping between locutionary and illocutionary acts and which proposes sets of necessary and sufficient conditions that make the performance of a perlocutionary act successful, cannot capture the continuum that characterizes the likelihood of a message to be persuasive.

To circumvent the problems of current formalizations of perlocutions, I have proposed a framework that can explain the difference in persuasiveness between messages that are characterized by the same set of locutionary and illocutionary acts; and the difference in persuasiveness of the same message with respect to different hearers. In the proposed framework, we pose neither necessary nor sufficient conditions for a message being persuasive. By uncoupling the persuasive effects from the hearer, we hence avoid the ‘effect = act’ fallacy discussed by Gu (1993), which consists in associating with messages a triggering, perlocutionary effect.
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