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Abstract
Artistic rendering is an important research area in Computer Graphics, yet relatively little attention
has been paid to the projective properties of computer generated scenes. Motivated by the surrealistic
storyboard of an animation project ”Ryan”, this paper describes interactive techniques to control and
render scenes using non-linear projections for use in current production pipelines. The paper builds
upon an existing idea of constructing non-linear projections as a combination of multiple linear per-
spective views. First, we adapt and extend the approach to be usable on complex 3D scenes within
a conventional production workflow. We then explore shadowing and illumination for the interactive
non-linear projection of scenes, which has not been explicitly addressed by previous work. We show
how animators can control both the geometry and shading of scenes using a combination of multiple
linear perspective cameras.

1. Introduction

Artists using traditional media almost always devi-
ate from the confines of a precise linear perspective
view. Many digital artists on the other hand continue
to struggle with the standard pin-hole camera model
used in Computer Graphics, to generate expressive 2D
images of 3D scenes. The history of the use of linear
perspective in art outlined in Figure 1 provides good
insight into the benefits and limitations of linear per-
spective. Even though the earliest documented obser-
vation of perspective is dated around 4000BC, ren-
derings of 3D scenes as late as 1400, were either flat
and lacking depth or showed clear perspective errors
as seen on the tower in an illustration from the Kauf-
mann Haggadah. Artists from the early 1400’s start-
ing with Brunelleschi used mirrors, camera obscura
and other optical devices to aid their understanding
of perspective, strongly reflected in art until the 20th
century. Inspired by the theory of relativity in the 20th
century, artists like Picasso integrated the viewing of a
scene over time with linear perspective into non-linear
projections combining space and time.

The advantage of linear perspective is that it is a

simple but good approximation to human vision. It is
also the simplest form of projection that provides con-
sistently understandable depth cues to parts of a 3D
scene. From a mathematical standpoint the pin-hole
camera model is a linear transformation that fits right
into current graphics pipelines within which render-
ing issues such as clipping, shadowing and illumina-
tion are well understood. While a linear perspective
view is a robust medium for viewing localized regions
of a scene, it can be restrictive for the visualization of
complex shapes.

This paper is inspired by two concept renderings
from an animation production titled ”Ryan”, where
deviations from a linear perspective are used to con-
vey moods in the animation. Given that humans have
a strong sense of linear perspective, controlling subtle
variations in perspective allows an animator to gen-
erate a sense of uneasiness in the audience to reflect
the mood within the animation. Similarly larger devia-
tions from a linear perspective can be used to convey a
sense of space or lightness in the animation. Figure 2
is a storyboard sketch showing a mix of projections
used to view different parts of a scene. Figure 3 is
rendering of multiple projections of parts of a scene
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composited in a single view. The problem statement
thus posed by the requirements of ”Ryan” is to begin
with a conventional single camera workflow. An ani-
mator should then be able to add or remove cameras
to induce non-linear projections viewed through the
conventional single camera. These non-linear projec-
tions manifest themselves as geometric and rendering
distortions to the scene to appear as non-linear pro-
jections in the given camera. The animator further,
needs the ability to specify various scene constraints
to have precise control over the non-linear distortions
of parts of the scene.

Figure 1: History of use of perspective in art.

Figure 2: Artistic mix of projections in Ryan

We now give a brief overview of how the non-linear
projection model presented later in the paper fits our
problem statement. A conventional animation work-
flow uses a single perspective camera that is used for
setting up and animating a shot. We refer to this as
the boss camera. Lackey cameras are added as needed
to represent different target linear views for parts of
a scene. Lackey cameras may be chained to specify a
camera path from the boss camera to a target view.
The parts of a scene affected by a lackey camera, and
the degree of influence is based on a combination of
user selection and automatic camera parameter based

Figure 3: Compositing multiple non-linear projec-
tions

functions. Parts of a scene influenced by a lackey cam-
era will be deformed to appear in the boss camera as
though viewed by the lackey camera. Constraints on
the position, size and depth of parts of the scene may
be added to control the overall projection of geometry
in the scene. Of particular importance to this paper
is the efficient calculation of illumination and shad-
ing parameters using appropriate combinations of boss
and lackey cameras.

Figure 4 shows 3 variations of illumination for an
object viewed with two cameras as shown. The ob-
ject itself has been deformed, so that when viewed
through the boss camera, it appears as if it is viewed
halfway from the lackey camera. Figure 4a shows the
layout of cameras and spotlights. In Figure 4b the ge-
ometry is illuminated with respect to the boss camera
viewpoint (note the two highlights: on the side from
spotlight1 and one along the virtual camera optical
axis from spotlight2) ignoring the illumination effects
of the lackey camera. Figure 4c,d shows two ways by
which the illumination from the lackey camera may
be incorporated. In Figure 4c a virtual camera, that is
an interpolation between the boss and lackey, is used
as the viewpoint in the illumination calculations for
the entire object, resulting in the two highlights seen.
In Figure 4d the object is illuminated with respect
to both the boss and lackey cameras and the results
are blended resulting as expected in four distinct but
attenuated highlights.

This paper presents the design and implementation
of these concepts within the animation system Maya.
The contributions of this paper are twofold. First,
we extend and adapt ideas presented by Singh12 and
Agrawala et. al.1 into a system that seamlessly fits ex-
isting animation production pipelines. Second, we ad-
dress the illumination of scenes interactively rendered
using non-linear projections.
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(a) Camera setup (b) Boss camera shading (c) Virtual camera shad-

ing

(d) Blended shading

Figure 4: Illuminating a non-linear projection

1.1. Previous work

Non-linear projections have been applied in computer
generated imagery for a variety of purposes such as
image warping, 3D projections, and multi-perspective
panoramas, a good survey of which is presented by
Singh12.

Of particular relevance to this paper is how this
prior work addresses rendering aspects such as clip-
ping, shadows and illumination of non-linearly pro-
jected scenes. Image warping techniques6 are inher-
ently 2D approaches with limited ability to explore dif-
ferent viewpoints. View morphing13 addresses the in-
terpolation of a viewpoint in images to provide morphs
that have a compelling 3D look. Control over illumi-
nation, however, is tied to the given images, resulting
in artifacts such as shifting shadows on view interpola-
tion. Approaches8, 4, 16 that correct for perceived dis-
tortions resulting from curved screens or off-axis view-
ing, correct the geometric projection of pixels by vary-
ing their relative size and position, without addressing
changes in their illumination that may have occurred
due to the change in viewpoint or viewing model. View
dependent distortions to 3D scene geometry for anima-
tion and illustration7, 11 are rendered correctly since
the intent is to deform geometry and not the view-
point. Abstract camera models that employ non-linear
raytracing3, 15 render scenes correctly but are difficult
to control by artists and are not well suited to interac-
tive rendering. Multi-perspective panoramas capture
3D camera paths into a single image 14, 10, 9. While
these approaches render correctly, they provide little
control over varying the importance and placement of
different objects in a scene and are also not well suited
to interactive manipulation.

Agrawala et al.1 present a multi-projection ap-
proach where each object in the scene is assigned to
some camera and rendered based on the linear per-
spective of that camera. The multiple renderings are

composited to generate the final image using a visi-
bility ordering of the objects. The visibility ordering
is done with respect to a given master camera view.
Conflicts in visibility ordering of objects are resolved
at the pixel level by depth comparison. Position and
size constraints for objects in the composite render-
ing can be specified. Objects are illuminated correctly
with respect to their individual perspective. This ap-
proach provides good results for multiple discrete pro-
jections but does not handle projections continuously
varying over objects as seen in Figure 9d.

This paper builds upon the work of Singh12, who
presents a way to combine a number of exploratory lin-
ear perspective views to construct a single non-linear
projection. The exploratory cameras have viewports
that are laid out on a common canvas onto which the
non-linear projection takes place. Each exploratory
camera influences different points in the scene based
on weight values, computed as functions such as dis-
tance of the point from the camera’s center of inter-
est. The weights define a virtual linear camera for the
point, as a weighted average of the exploratory cam-
eras. The point is projected using the virtual linear
camera and a weight interpolated viewport onto the
canvas. All points in the scene, are assumed to be in-
fluenced by some exploratory camera and it is unclear
how geometry outside the canvas may be culled or
clipped. The paper is also singularly focused on geo-
metric projection and does not specify how the points
projected on the canvas should be illuminated. As
presented, Singh’s approach does not integrate eas-
ily into a scene being animated and viewed through
a single linear perspective camera. Turning non-linear
projection on would require rendering to switch from
the single camera to the non-linear projection can-
vas that is both an interruption of animator work-
flow and likely to cause rendering discontinuities as
a result of the switch. This paper allows the conven-
tional perspective camera being used in the animation
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to be used for non-linear projection and goes further to
address scene constraints and rendering issues within
this framework.

1.2. Overview

The next section presents our non-linear projection
model, where objects are deformed, to appear as non-
linearly projected, when viewed from a given linear
perspective camera. Section 3 then addresses render-
ing issues in relation to the model proposed in Section
2. Section 4 concludes with a discussion of the results
obtained.

2. Model for non-linear perspective

In this paper we elevate one of Singh’s exploratory
cameras to the status of boss camera, which represents
the default linear perspective view being used in the
animation. All other exploratory or lackey cameras,
when turned on, deform objects so that, when viewed
from the boss camera, the objects will have some view
properties of the lackey cameras.

Let Cb, Mb, Vb represent the eye-space, per-
spective projection and viewport transformations
respectively5, for the boss camera. Let Ci, Mi, Vi sim-
ilarly represent the eye-space, perspective and view-
port transforms for lackey camera i ∈ 1, .., n. <
x, y, z >= PCbMb represents the linear projection
of a point P into the boss camera’s canonical space
x ∈ [−1, 1], y ∈ [−1, 1], z ∈ [0, 1]. The resulting
point in two dimensional screen space < xs, ys > is
< xs, ys, zs >= PCbMbVb. Usually, zs = z is the
depth value of the point P , unchanged by a viewport
transform. Here, however, the cannonical depth of a
point z ∈ [0, 1] is linearly mapped to zs in an arbi-
trary, user specified range. While the relative depth
values are preserved with respect to a single perspec-
tive view, users can alter the relative depths of points
when transitioning from one perspective view to an-
other (as illustrated by Singh12).

Now suppose we want to deform a point P in space,
such that, when viewed through the boss camera, it
would appear as if it were being viewed by the ith
lackey camera. The deformed point P ′ is given by:

P ′ = PCiMiVi(CbMbVb)
−1. (1)

Typically, the ith lackey camera would only par-
tially influence the point P based on a weight value
wiP , making the deformed point P ′ be P ′ = P +
P (wiP (Ai − I)), where I is the identity transform
and Ai = CiMiVi(CbMbVb)

−1 (the lackey deforma-
tion transform shown in Equation 1). The interpola-
tion between transforms can be done as described by

Alexa2, or by a linear blend P ′ = P + wiP (PAi − P )
when the relative difference between boss and lackey
camera is small. The results of multiple lackey cam-
eras are accumulated so that any point P is deformed
to:

P ′ = P +

n∑
i=1

P (wiP (Ai − I)). (2)

The following subsections address three important
issues relating to the control and usability of our non-
linear projection model, namely, constraints, camera
weight computation and chained lackey cameras.

2.1. Constraints

Agrawala et al.1 show that for multiple linear pro-
jections, it is desirable to constrain objects in space
to preserve their relative position and size in a com-
posited scene. They handle such constraints with a
translation and scale in screen space after the object
has been projected. Singh12 allows a user to control
the relative position and size of camera projections
through viewport transformations within the canvas.

Figure 5shows importance of constraints in our sys-
tem. The removal of scene constraints causes the ta-
ble to fly off and the ceiling and back wall to cave
into the rest of the undeformed scene. In practice non-
linear projections of complex scenes are easy to mangle
without a number of constraints to lay it out in screen
space.

(a) With constraints (b) Without constraints

Figure 5: Removal of scene constraints: wall and ceil-
ing collapse onto scene

We define a spatial constraint matrix Con using
two reference frames Rf , Rt, represented as 4x4
matrices. We would like the to see Rf as seen through
the ith lackey camera to have the size, position and
orientation of Rt, when seen through the boss camera.
The resulting spatial constraint matrix Con is:

Con = (Cartesianize(RfCiMiVi))
−1Cartesianize(RtCbMbVb)
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†.
The resulting deformation transform for the lackey
camera with a constraint is just like in Equation 1
with the constraint matrix appropriately inserted:

Ai = CiMiVi(Con)(CbMbVb)
−1. (3)

Typically, Con is a per object constraint globally de-
fined for all lackey cameras but can clearly be global
for all objects or even selectively defined on a per ob-
ject per lackey camera basis.

Figure 6 shows the operation of a position constraint
on a pillar. Figure 6a shows the original pillar and a
reference frame Rf viewed through a lackey camera.
Figure 6b shows the same pillar constrained and de-
formed. It has the projective appearance of the lackey
camera view but is moved over to adhere to the con-
straining reference frame Rt. The reference frame Rf

is also shown where the unconstrained pillar would
have appeared.

(a) Pillar, Rf (lackey

view)

(b) Constraint de-

formed pillar, Rt, Rf

(boss view)

Figure 6: Constraint setup

For highly complex objects we sometimes need to
define multiple constraints for the same object. Points
on the object are constrained to the reference frames
that are proximal to the point. Formally stated, a
set of constraints Con1, .., Conm are defined using
frames Rf1, .., Rfm and Rt1, .., Rtm. The constraint
matrix Con(P ) for a point P is defined using frames
Rf (P ) and Rt(P ). Rf (P ) and Rt(P ) are computed
as weighted interpolations of frames Rf1, .., Rfm and
Rt1, .., Rtm respectively. The weight for the jth con-
straint is inversely proportional to the Euclidean dis-
tance from P to the origin of frame Rfj . We precom-
pute Aprei = CiMiVi, Aposti = (CbMbVb)

−1 to rep-
resent the deformation of a point P (combining Equa-

† Cartesianizing the matrices performs a perspective di-
vide so that the resulting constraint matrix is affine

tion 2,3)as:

P ′ = P +

n∑
i=1

P (wiP ((Aprei)(Con(P ))(Aposti)− I)).

(4)

2.2. Camera weight computation

Singh12 introduced a number of parameters based on
which the influence weights of cameras could be cal-
culated, including camera direction, center of interest
and user-painted weights as shown in Figure 7.

Figure 7: Camera weight computation

Normal, curvature and other surface attributes can
be as important as surface position in determining
a camera’s influence on the surface. Figure 8 shows
weight computation based on the facing ratio of a
point, i.e. the angle its surface normal subtends with
the optical axis of a lackey camera. In Figure 8 lackey
cameras are used to show a rim lighting effect from
multiple viewpoints without actually distorting the
scene geometry.

2.3. Chained lackey cameras

The advantage behind defining a weight interpolated
virtual camera for each point is that the angular pa-
rameters of the camera model can be interpolated
better12. For highly complex scenes such as Figure 11,
recomputing a different virtual camera transformation
for each control point on an object can be expensive,
slowing down the interaction with the system. In prac-
tice we find that blending projected points provides
good visual results and the matrix precomputations
showin in Equation 4 make the overall deformation
process highly efficient. Better interpolation than a
linear blending of projected points can be obtained
either by using a better matrix interpolation scheme
such as that described by Alexa2 or by creating a chain
of in-between lackey cameras that define the interpo-
lation path from the boss camera to any given lackey
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Figure 8: Surface normal based weight computation.
Setup (top), Blended illumination (bottom)

camera. Chained lackey cameras also provide an ani-
mator with control over illumination blending as will
be seen in the next section.

3. Rendering the Non-linear projection

The previous section dealt with deforming geometry
so that it appears as a non-linear projection in the
boss camera view. To correctly display a non-linear
projection, one must address other aspects of the dis-
play pipeline, which not only includes projecting the
geometry but clipping it to a given view and then il-
luminating it in a consistent fashion.

3.1. Geometry culling

With our given non-linear projection model, clipping
of geometry automatically takes place to the boss cam-
era’s viewing frustum. Objects deformed to account
for influences of lackey cameras are treated seam-
lessly while others viewed in strict linear perspective

through the boss camera, which is the default behavior
for objects outside the influence of any lackey camera.

3.2. Shadows

Shadowing in a scene is view independent and should
be computed using the scene with objects in their
undeformed state. Figure 9 shows problems resulting
from using the deformed objects to compute shad-
ows. Often the objects need to be grossly distorted
to appear as projected using a lackey camera that is
quite different from the boss camera. These distortions
cause irregularly shaped and moving shadows (see Fig-
ure 9b) as the cameras are animated in the scene. Fig-
ure 9c shows the same scene correctly rendered with
shadows being cast by the undeformed objects.

(a) Camera setup (b) Boss camera view

(c) Non-linear proj.

(wrong shadows and
shading)

(d) Non-linear proj. (cor-

rect shadows and shad-
ing)

Figure 9: Shadows

3.3. Illumination

Many global and local illumination calculations are
view dependent. These computations are clearly af-
fected by a non-linear projection technique that is
based on the composition of multiple linear perspec-
tive cameras, from various viewpoints. Conceptually
there are two ways of perceiving the viewpoint for any
point rendered as a non-linear projection.
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1. The viewpoint is that of the weight interpolated
virtual linear perspective camera through which
the given point is projected. The point is illumi-
nated with respect to this viewpoint.

2. There is no single viewpoint. In this case the point
is illuminated with respect to the boss camera and
each contributing lackey camera viewpoint. The il-
lumination results are then blended together us-
ing a normalized weight vector proportional to the
weight contributions of the lackey cameras.

In practice we find that animators prefer the lat-
ter concept, as they are able to better predict the
expected illumination by looking at the illumination
through the boss and various lackey cameras. Further,
chained lackey cameras allow us to combine these two
ideas into a single model. In between lackey cameras,
typically reduce the separation of viewpoints being
blended for any given weight value. Figure 10 shows
an example of the flexibility of blended illumination,
where no single viewpoint would be capable of creat-
ing the dual views of the character seen reflected in
the sphere.

Figure 10: Dual reflections using blended illumina-
tion

3.4. Implementation

This section describes an implementation written as a
plug-in to the animation system Maya 4.5.

The basic user interface framework is as described
in12 and can be seen in Figure 9, where an animator
has the freedom of looking at the scene through the
boss or lackey cameras or a global view that shows the
overall spatial relationship between the scene, boss,
and lackey cameras. Constraints can be freely added
to groups of objects and cameras and their reference
frames are edited by interacting with the cross hairs
shown in Figure 6. Unlike the composite canvas used

in Singh, viewport transforms are represented as an in-
teractive filmbox in front of its respective lackey cam-
era.

Shadowing and illumination is implemented as a
shading network that illuminates the original scene
with respect to each lackey and boss camera and
blends the results onto the corresponding deformed
scene geometry. Ghosting of the kind seen in Figure 3
is easily created by duplicating the deformed geome-
try as non-linear projection parameters are varied and
then rendering the multiple instances of geometry in
the scene with varying opacity.

4. Results and Conclusion

As described in the introduction this paper presents a
comprehensive system for constructing and rendering
non-linear projections, that is currently being used in
an animation titled ”Ryan”. Figure 11 and Figure 12
show stills from animation sequences that employ non-
linear projections to distort the scene. Figure 8 and
Figure 10 show that the non-linear camera model can
be used not only to generate scene distortions but
interesting illumination effects as well. The formula-
tion of the model in Section 2 is different from that in
Singh12 (only weight vector computation remains the
same). The model is easy to understand for anima-
tors and is usually added to a conventionally animated
scene after most of the animation has been specified.
Animators almost exclusively work with the boss cam-
era and frequently switch from non-linear projection
to the underlying linear perspective.

Summarizing this paper presents a new formulation
for interactive non-linear projections that addresses
scene constraints, shadowing and illumination and its
integration into current production pipelines. The con-
cept of using multiple linear perspectives to construct
a non-linear projection and the concept of computing
camera influence using various functions are existing
ideas12 that we build upon. Our results showcase the
current use of our technique in the commercial anima-
tion production ”Ryan”.
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