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Abstract
We present a data-driven technique for generating the precomputed radiance transfer (PRT) vectors of an ani-
mated character as a function of its joint angles. We learn a linear model for generating real-time lighting effects
on articulated characters while capturing soft self-shadows caused by dynamic distant lighting. More complex
transport effects, such as indirect illumination and subsurface scattering, can also be reproduced by our system.
Previous data-driven techniques have either restricted the type of lighting response (generating only ambient
occlusion) or the type of animated sequences (response functions to external forces.) We provide guidelines for
dimensionality reduction of the pose and coefficient spaces, and detailed insight into training procedures. Our
model can be fit quickly as a pre-process and run-time transfer vectors are generated with a simple algorithm in
real-time. We can reproduce lighting effects on hundreds of trained poses using approximately the same amount of
memory required to store a single mesh’s PRT coefficients. Moreover, the learned models extrapolate to produce
smooth, believable lighting results on novel poses.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism — Color, shading, shadowing, and texture

1. Introduction

Traditional precomputed radiance transfer (PRT) addresses
the problem of shading a static scene under dynamic envi-
ronmental lighting. Real-time performance is achieved by
tabulating the visibility in a preprocess and decoupling it
from the evaluation of external lighting [SKS02]. Low-
frequency PRT can incorporate complex light transport ef-
fects, such as indirect illumination and subsurface scattering
[WTL05,SRNN05], at no extra run-time cost. By projecting
the visibility, BRDF, and lighting into a low-frequency basis,
soft shading effects can be reconstructed without explicitly
sampling all hemispherical directions [SKS02, KSS02]. At
the expense of extra storage and reconstruction time, other
bases can be used to generate "all-frequency" effects under
varying distant illumination [NRH03, NRH04, GKMD06,
TS06,MHL∗06] or for the incorporation of glossy and spec-
ular materials [SKS02, KSS02, LK03, NRH04, TS06].

Motivation: A major limitation of classic PRT techniques
is that they only operate on static scenes. The prohibitive
cost of sampling the per-vertex visibility every frame pre-
cludes the use of regular PRT on animated scenes in real-

time. Some works aim at simplifying this calculation in or-
der to facilitate moving geometry [KLA04,RWS∗06]. Alter-
natively, interactive applications, such as games, may incor-
porate PRT techniques into the content generation pipeline,
but only for scene data that remains fixed. We propose a data-
driven technique for real-time generation of PRT coefficients
on articulated characters. Instead of simplifying the visibil-
ity generation and accumulation, we learn a predictive model
trained on standard PRT simulation data. Our technique can
be easily incorporated into current game content pipelines.

Our goal is to capture PRT effects, such as self-shadowing
and inter-reflections, on an articulated character. In this work
we focus on two areas: low-memory solutions for high-
accuracy reproduction of PRT data on trained animation
poses and believable generation of shading on novel anima-
tion poses.

Contributions: We present a data-driven technique for
learning a linear mapping from a character’s pose described
by joint angles to the lighting transfer over the character’s
surface. Our technique allows for real-time PRT rendering
of an articulating character under dynamic low-frequency
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Figure 1: Our system is able to generate PRT coefficients for a dynamically animated character in real-time and using only
a few MBs of memory (see Table 1.) Compared to un-shadowed shading using irradiance environment maps [RH01] (first
column), our results clearly increase the realism of an animated object.

lighting. We show that a linear function of pose angles can
yield radiance transfer coefficients with low reconstruction
error on observed poses. Moreover, by applying regulariza-
tion (see section 4) we show that the model is able to gener-
alize well to novel poses.

In order to handle large meshes while still maintaining
low memory costs, we apply dimensionality reduction to
both the space of input pose vectors as well as the space
of vertex coefficients while avoiding the more complicated
clustering and localized model fitting of other approaches
(see section 2.)

The benefits of using a reduced model are two-fold: learn-
ing requires fewer samples due to the reduction in degrees of
freedom, and the resulting model can be stored using about
the same amount of memory as is required to store a sin-
gle mesh’s PRT coefficients explicitly. We explore how the
reduced dimensional model trades accuracy for these bene-
fits but can still produce smooth, believable and consistent
results on novel test sequences. Figure 1 illustrates the re-
sults generated by our system in real-time on two animated
sequences.

2. Related Work

The ability to reproduce complicated lighting and transport
effects on dynamic scene geometry has been investigated, in
different directions, in the recent works we outline below.

2.1. Data-Driven Models for Lighting

We determine an animated character’s response to vari-
able lighting using a data-driven approach. Three recent
works motivate the problem in a similar fashion and experi-
ment with learning lighting response using different models.
James and Fatahalian [JF03] precompute a dynamics and
illumination model for deformable objects. Their reduced
model allows standard PRT lighting vectors to be generated
in real-time on a known deformable mesh. We model light-
ing as a function of pose (as opposed to impulse forces) and,
like James and Fatahalian, are able to accurately reproduce
motions similar to those learned. Additionally, our system
has the capability of being able to generate plausible and
consistent lighting response for completely novel pose sce-
narios in real-time with low memory cost.

Two recent papers address the generation of ambient oc-
clusion values on animated character meshes. Kontkanen
and Aila [KA06] learn a linear model mapping a character’s
pose to the ambient occlusion values over its vertices. Kirk
and Arikan [KA07] learn a multilinear model over a seg-
mented and reduced pose space and can handle larger data
sets. We show how a linear mapping can be found to the en-
tire vector valued transfer function, not only the scalar DC
component. Moreover, we apply principled yet simple di-
mensionality reduction techniques that extend to large data
sets while avoiding complicated clustering techniques. Our
model assumptions are validated both visually and by the
statistics of our results.
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2.2. Real-Time Methods for Dynamic Scenes

Kautz et al. [KLA04] use graphics hardware to rasterize
the per-vertex hemispherical visibility function of a dy-
namic object. They report interactive frame-rates for direct-
illumination shading on moderately sized diffuse and glossy
meshes. Ren et al. [RWS∗06] represent dynamic geometry
as a hierarchy of spheres and tabulate logarithmic SH visi-
bility vectors as a function of subtended angle. At run-time,
log visibility vectors are accumulated and exponentiated to
yield the final visibility vector used for diffuse shading. This
technique also only supports direct illumination and special
care must be taken to ensure proper self-shadowing.

The low-resolution visibility maps and two-level hierar-
chy of Kautz et al., as well as Ren et al.’s spherical mesh
approximation do not drastically affect the quality of the re-
sults. These geometrical simplifications are not noticeable
after shading with low-frequency lighting.

Zhou et al. [ZHL∗05] precompute and store visibility
coefficients for a rigid object at discrete samples on con-
centric shells surrounding the object (i.e., shadow fields.)
The final visibility function at receiver points is interpo-
lated from these samples for each moving object and mul-
tiplied in the projected space. Shadow fields often consume
a prohibitive amount of memory. Tamura et al. [TJCN06]
worked on optimizing the sampling schemes used on the
shells of a shadow field, reducing memory consumption. Mei
et al. [MSW04] introduce a spherical volumetric storage ta-
ble based on shadow maps. They are able to generate direct
and indirect illumination of rigid dynamic objects under a
fixed lighting environment in real-time.

Kontkanen and Laine [KL05] combine a bounding box
tabulation and spherical cap approximation of local visibility
to generate approximate ambient occlusion caused by mov-
ing rigid objects. Their technique is tailored for evaluation
on the GPU and yields real-time performance.

Sloan et al. [SLS05] focus on local effects, such as wrin-
kles and bumps, and precompute various diffusion and scat-
tering models in the zonal harmonics basis. This serves to
reduce storage costs and enables fast rotations. Real-time re-
sults are achieved but global effects, such as self-shadowing
and indirect illumination, are not supported.

Each work above approximates the lighting of dynamic
scenes in a different way. However, it is evident that low
storage cost and simple run-time evaluation are necessary in
order to produce a solution to real-time lighting of dynamic
scenes that scales with increasing numbers of dynamic ob-
jects.

We focus our attention on articulated characters, which
are by far the most common deforming object in interactive
animations, such as games. We are able to reproduce light-
ing very accurately on trained poses as well as generating
consistent, believable results on novel poses. Our system has

the added advantages of very low storage requirements and
a simple run-time algorithm.

2.3. Data Compression

Our datasets combine PRT and animation data and are dis-
cussed in more detail in section 4. PRT datasets can grow
to unwieldy sizes. To compress these datasets in a man-
ner that facilitates efficient run-time reconstruction, Sloan
et al. [SHHS03] propose a clustered principal component
analysis of glossy PRT data. Their technique uses a com-
bination of clustering and dimensionality reduction in ver-
tex space. The resulting data is significantly compressed and
can be used directly on the GPU to evaluate the final shad-
ing computation. Tsai and Shih [TS06] use spherical ra-
dial basis functions and clustered tensor approximation to
represent and compress glossy transfer under all-frequency
lighting conditions; a substantial boost in run-time perfor-
mance when compared to CPCA techniques tailored for all-
frequency bases is achieved. Both of these techniques focus
on the compression and reconstruction of transfer on static
scenes with glossy materials.

The analysis and use of reduced dimensional pose sub-
spaces has proven to be an effective technique for com-
pression in data-driven character animation [SHP04, FF05,
CH05, Ari06]. We apply similar techniques to analyze pose
subspaces in order to reduce the dimensionality of our data
set. We separately reduce the dimensionality of both the in-
put pose space and the output vertex coefficient space (see
section 5.) We will contrast the results of a linear model
generated using the full dimensionality of the system with
the results of applying dimensionality reduction.

3. Precomputed Radiance Transfer for Articulated
Characters

Our work makes some of the same assumptions as PRT
for static scenes. All of our materials are diffuse, the exter-
nal lighting is infinitely distant and we only capture low-
frequency effects. The direct-illumination diffuse PRT vec-
tor at pose i at vertex j with normal n is

t j,i =
Z

Ωn

V j
i (ω) (n ·ω)︸ ︷︷ ︸

T j
i (ω)

y(ω) dω ,

where Ωn is the hemispherical domain about the vertex’s
normal, V j

i (ω) is the binary visibility function, T j
i (ω) is the

transfer function and y(ω) is the vector of SH basis func-
tions [SKS02]. The final shading value of a vertex at any
pose is simply a dot product of this transfer vector and the
SH projected lighting vector, Lin: L j,i

out = Lin · t j,i.

Although we perform our analysis on direct-illumination
data, our learned models can also be applied to PRT simula-
tions with more complex transport effects (such as indirect
illumination [SKS02] and subsurface scattering [WTL05]);



D. Nowrouzezahrai et al. / Learning Radiance Transfer for Articulated Characters

we illustrate examples of these effects in the results section.
All results use a 6th order SH projection and reconstruction.

We will show that the transfer coefficients at the vertices
of an articulated character mesh can be well approximated
as a linear function of the pose of the character. Projecting
to lower-dimensional input and output spaces reduces the
amount of storage required for our system while maintain-
ing accuracy.

3.1. Methods

We learn linear models which, given an input pose vector,
output a set of per-vertex diffuse PRT vectors for shading an
articulated character. In order to train the system, we per-
form PRT simulations on the frames of an animating se-
quence. We can reproduce the lighting response on these
training poses with little to no visual difference and at a
small fraction of the storage required for the PRT vectors
at each frame. On novel poses, we can generate consistently
smooth, believable shading.

4. Linear model

The input data to our system is a sequence of meshes that
are the poses of one or more animations. The number and
relative order of the vertices remains fixed, as is typically
the case for animated meshes. For each such pose, we have
the set of joint angle values that describe it. Assuming p
poses and a angles, we represent this data in a p× a ma-
trix A where Ai, j is the value of the jth joint angle at the ith

pose.

For each pose, we precompute a 6th order SH transfer
function resulting in 36 transfer coefficients and store them
in a set of matrices Bc, 1 ≤ c ≤ 36. These matrices are of
size p× v where v is the number of vertices in the mesh and
Bc

i, j represents the cth transfer coefficient for the jth mesh
vertex at the ith pose.

Given this data, we may now learn a set of linear
mappings Xc for each coefficient c that solves the over-
constrained system AXc = Bc.

For clarity of notation we may avoid the c superscript, but
it should be kept in mind that there is one such linear map-
ping for each coefficient whose approximation is desired.

4.1. Regularization

The equation AX = B can be solved in closed form by using
the classical formulation X = (AT A)−1AT B.

While this solution is guaranteed to be the least-squares
solution to our training data, it may not be well behaved. In
essence we have a prior that for small change in pose, the re-
sulting change in PRT coefficients should usually be equally
small. This can be achieved by penalizing large values in

the solution matrix X. To this end we use Tikhonov regular-
ization which minimizes the sum of squared residuals and
the squared Euclidean norm of X. This objective function
can be expressed as ‖AX−B‖2 +α

2‖X‖2. The parameter
α≥ 0 controls bias and a suitable value can be chosen using
cross validation (for example, by minimizing leave-one-out
error.) The closed form solution to this expanded system is
given by X = (AT A+α

2I)−1AT B.

The importance of regularization is illustrated in Figure
3: using regularization only slightly increases error on the
training poses, but substantially reduces error on the unseen
test poses. Figure 2 plots the distribution and empirical cu-
mulative distribution of the signed residuals of the regular-
ized linear fitting. Note the single mode, zero mean and me-
dian and low variance that further validate the linear model.
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Figure 2: Left: Distribution of signed residuals of regular-
ized linear fit: µ = 5.1× 10−5, σ

2 = 3.25× 10−4. Right:
Empirical cumulative distribution of residuals.

5. Dimensionality Analysis and Reduction

The cost of storing the matrices Xc is determined by the
number of joint angles a active in the character, the num-
ber of vertices v in the mesh and the number of PRT coef-
ficients approximated (in our case 36). For typical meshes
and character rigs the cost of storing our linear mapping is
quite manageable (see Table 1). However, smaller matrices
may be desired to both reduce storage and evaluation costs
at runtime. To this end we show that dimensionality reduc-
tion is possible on both the inputs and outputs of the linear
mapping.

Space of poses: Consider the set of joint angle vectors {ai}
that make up the rows of the A matrix. Performing principal
component analysis (PCA), we note that the variance along
each principal direction decreases drastically with increasing
dimensions. Figure 4 illustrates this for our training anima-
tion. There are 53 angles in each pose vector, however, the
first 8 values account for 90% of the variance.

The fact that the type of natural motion present in char-
acter animations exhibits such high correlation in angle val-
ues [SHP04,CH05,Ari06] makes it possible to project these
pose vectors to proportionately few dimensions while incur-
ring little reconstruction error (once again, see Figure 4.)
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Figure 3: Top: The training and test errors of the regu-
larized and unregularized linear systems. Bottom: Approx-
imation from linear mapping on a novel test pose without
(left) and with (right) regularization. For our results we use
α = 231. Arrows denote a distant delta lighting direction.

Space of PRT coefficients: Analogously, consider the set
of vectors {bi} that make up the rows of the Bc matrices
(there is one such vector for each training pose and each PRT
coefficient we wish to approximate.) Once again performing
PCA on this set shows a high degree of correlation across
vertices regarding associated PRT coefficients, as illustrated
in Figure 4. In the case of our training animation with a mesh
of approximately 11k vertices, the first 22 values account for
90% of the variance. The high correlation is further validated
by the visually pleasing reconstruction results obtained after
having projected the data to relatively low dimensions.

Combined Reduced Linear Model: Having selected the
number of dimensions desired to represent pose vectors and
coefficient vectors across vertices, the pose projection Πa
and per-vertex coefficient projection Πv can be obtained.
Then, we consider the matrices Aπ = Πa(A) and Bc

π =
Πv(Bc) and solve for Xc such that AπXc = Bc

π in the same
manner as described above.

Now, given a pose vector a, the vector b containing the cth

PRT coefficient for all vertices is given by

b = Π
−1
v (Πa(a)Xc) .

This result can be obtained using simple vector-matrix mul-
tiplication during run-time.
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Figure 4: Eigenvalues resulting from PCA of the set of per-
vertex coefficient (top left) and angle vectors (top right). The
renderings illustrate the effects of decreasing vertex coeffi-
cient bases on the reconstruction of shadows. The number
of coefficient bases and percentage of captured variance are
listed. Note that using 1000 vertex coefficient bases yields re-
sults almost visually indistinguishable from the ground truth.

6. Additional Error Measurements

Our linear model minimizes the sum squared differences be-
tween generated and simulated PRT coefficients. However,
visual error is also an important measure of our system’s ac-
curacy. To visualize the error on a frame-by-frame basis, we
integrate the per-vertex squared difference between our gen-
erated transfer functions and the simulated results over the
hemisphere. The transfer error is independent of lighting. At
a vertex j with normal n it is defined as

E j
transfer =

Z
Ωn

(
T g

j (ω)−T s
j (ω)

)2
dω ,

where Ωn is the hemispherical cap about the normal, T g
j

and T s
j are the generated and simulated transfer functions.

We also use the lighting dependent shading values for visual
feedback. Figure 5 compares our three models with a ground
truth rendering and also illustrates scaled transfer differences
over the meshes.

7. Results

We tested our data on 4 animation sequences using two
rigged character meshes. The Master Pai mesh has 11,534
vertices, 54 joint angles and 430 frame animation sequences
(1 training and 1 testing) generated using motion capture
data. The Armadillo mesh has 24,893 vertices, 25 joint an-
gles and 250 frame animation sequences (1 training and 1
testing.) PRT simulations on each of the Master Pai ani-
mations were performed using 500 sampling directions per
vertex and took less than 25 seconds per frame for direct-
illumination simulation; three-bounce indirect simulations
took approximately 75 seconds per frame. Each Armadillo
frame took around 45 seconds to precompute for direct-only
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Figure 5: Ground truth PRT rendering for a single frame
from an animation under distant environmental lighting (top
left). Results of our full dimensional linear system (top
right), our reduced model capturing 99% (bottom left) and
90% (bottom right) of the variance. The shading results of
our system are generated on-the-fly for any pose of the char-
acter. Inset images show 4X scaled visualization of trans-
fer function differences with the ground truth. Shadowing
caused by the thumb is progressively smoothed.

simulation. Running time for training is approximately 1
minute without counting PCA, which takes approximately
5 minutes in MATLAB. We illustrate a variety of results,
including indirect-illumination and subsurface scattering ef-
fects in Figures 6, 7 and 8.

We learn our models using only the two training anima-
tion sequences; the rest of the sequences are simulated for
error comparison against our generated results. Table 1 sum-
marizes the model’s storage requirements (in absolute mem-
ory, as a percentage of the training data set size (PTD) and
as a percentage of the size of a single mesh’s PRT storage
(PSM).) All values in our system are stored as 32-bit floats.

Note, for example, that the PCA (8,22) system only uses
61.93% of the storage required for the PRT values of a sin-
gle mesh, yet it is able to reproduce the training data with
reasonable accuracy and believable lighting effects on novel
poses of the Armadillo mesh. For meshes of approximately
equivalent size, the technique of Kontkanen and Aila re-
quires 1.6MB of storage (with 16-bit floats) [KA06] where
our two compressed systems require 1.04 and 2.22 MBs
(again, using twice as many bits for floats as in [KA06].)
Thus, using approximately half as much data as [KA06] use
for generating ambient occlusion, we can generate believ-
able, full directional shading with our system. We should
also note that many current low-frequency PRT techniques

only use 4th order SH expansions, where we use 6th order.
We can reduce the storage requirements of our system sig-
nificantly if we were to only use a 4th order SH expansion.

We perform all shading calculations and coefficient gen-
eration on the CPU every frame with real-time performance,
often greater than 80 FPS, on a Pentium 4 3GHz PC. We
leave GPU acceleration as an area of future work; the evalu-
ation of our linear (and reduced linear) system for generating
the transfer coefficients each frame can also be accelerated
using the GPU. Our system is implemented using the Di-
rectX framework.

8. Limitations

We are able to compress and accurately reconstruct the light-
ing response over an observed animation sequence, as well
as generating visually pleasing and consistent lighting on
novel poses. The main limitation of this approach is that it
requires animation data representative of characteristic mo-
tion. Moreover, the learning applies only to the given char-
acter and does not generalize to others. However, this is a
natural limitation given that the PRT coefficients depend on
the character’s geometry.

Our system can only reproduce inter-object effects; shad-
ows from the animated characters onto external receivers can
only be modeled in an ad-hoc manner if we bind a receiver
object to our articulated character. Since our data is based
on diffuse PRT, we do not model complex BRDF material
properties nor do we handle local lighting effects.

9. Conclusion and Future Work

Our method allows for the accurate, consistent and smooth
reproduction of observed and novel low-frequency lighting
responses on an articulated character. We observe that light-
ing response over a mesh is well approximated as a lin-
ear function of joint angles and we fit a simple, appropri-
ate model to this data. Dimensionality reduction allows us
to compress the data while still maintaining accuracy on ob-
served data and consistent, believable results with novel test
poses. Our system can generate PRT coefficients over a mesh
using a small fraction of the original data storage require-
ments and is well suited for interactive applications.

In future work we will consider modeling more complex
material properties and the effects of environmental shadow-
ing. We may be able to leverage previous work in compres-
sion of PRT datasets for glossy rendering [SHHS03, TS06]
to offset the increased memory requirements necessary for
incorporating more complex materials into PRT datasets.
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Master Pai Armadillo
Memory Memory Memory Memory Memory Memory
(Abs.) (PTD) (PSM) (Abs.) (PTD) (PSM)

No Reduction 87.5MB 12.56% 5400% 85.4MB 10.0% 2500%
PCA (15,500) 23.6MB 3.39% 1457% 48.6MB 5.68% 1421.13%

PCA (8,22) 1.0MB 0.146% 62.9% 2.1MB 0.248% 61.93%

Table 1: Storage requirements for the linear model with and without reduction.

Figure 6: Shading various novel test poses of the armadillo mesh under varying lighting.

Figure 7: Left to right: Ground truth PRT shading for a three-bounce indirect illumination simulation; our system’s shading
results; ground truth showing only indirect illumination; our system’s indirect-only results. The linear model is well suited for
capturing the added smoothness of the indirect illumination.

Figure 8: Left to right: A pair of PRT subsurface scattering results with ground truth shading followed by the results of our
system. As with indirect illumination, subsurface scattering smooths the shading and this smoothing is captured by our model.
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