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Abstract Modeling techniques have been instrumental for conceptualizing and architecting 
complex systems. Since the early days of Requirements Engineering (RE), concepts such as 
process and object have served as core abstractions undergirding many modeling languages, 
and have seen extensive application in all kinds of domains.  Today, software systems are 
engaging with humans in ever deeper, more intricate, sometimes even intimate ways. They 
leverage pervasive digitalization to learn from data, acquiring increasingly human-like char-
acteristics. An abstract concept of agent, proposed much earlier in AI for characterizing arti-
ficial agents, suitably extended and generalized, could potentially serve as a core abstraction 
for requirements modeling for today’s complex sociotechnical environment. In this paper, 
we outline a modeling ontology by elaborating on the sociotechnical actor concept originally 
proposed in i*. The proposal also suggests shifting the focus of RE from the specification of 
a target technology system to one of assisting stakeholders to explore how they might aug-
ment their “selves”. A personal wellness app is used as a motivating example. 

Keywords requirements engineering, agent-oriented modeling, intentional stance, 
goal modeling, iStar, aaIstar 

1 Introduction 
Digital technologies have vastly transformed everyday life in recent years. Today, 

further advances in machine learning (ML) and artificial intelligence (AI) offer 
promises of dramatic benefits, yet could pose serious threats to lives and liveli-
hoods. 

For requirements engineering (RE), the challenge is to provide methods and tech-
niques to help stakeholders explore the space of potential technology solutions so 
as to identify those that offer desired benefits while minimizing potential negative 
consequences. 

Most RE techniques in use today were conceived in earlier eras, and are ill-
equipped to respond to today’s much richer and faster moving environments. In the 
past, most software and information systems offered solutions that are task-oriented 
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and narrowly confined, often in work or business-related settings where users were 
trained to use the system. Requirements techniques aimed to define intended func-
tions and interactions precisely and in great detail. 

Today’s “smart” machines are increasingly general purpose, and aim to respond 
flexibly to a wide range of user needs. With advanced machine learning algorithms 
and models, machines are able to recognize human behavioral characteristics, and 
adjust their own behavior accordingly. As systems today incorporate more ad-
vanced ML and AI components, we can expect them to engage with humans in 
increasingly human-like ways.  

From a modeling perspective, RE techniques need to be able to adequately de-
scribe and analyze the kinds of services and capabilities that today’s systems offer, 
and how problems, issues, and concerns that arise can be addressed. They need to 
map out the space of potential technology solutions, and to analyze their implica-
tions and consequences, so that stakeholders can make informed decisions.  

The agent concept had been used as an abstraction for characterizing machine 
behavior since the early days of AI [44]. The i* framework [67] adapted the concept 
for the purpose of requirements modeling and analysis. In this paper, we argue that 
an agent-orient modeling approach is well suited to address the RE challenges in 
the age of AI. We put forward a vision for extending the agent-oriented modeling 
approach as initially proposed in i* [66, 64]. The proposal is presented in terms of 
nine “pivots”, together constituting a transition from the prevailing way of thinking 
about RE to a new conceptualization.  

2 A Motivating Example  
Consider a health and wellness app that can be personalized to help you stay healthy 
and fit [12, 9]. By emphasizing prevention, it has the potential to reduce healthcare 
costs, overcome shortages of health professional, and improve outcome for an entire 
population. It draws on personal health records and population health data, as well 
as ongoing advances in medical knowledge and expertise. It taps into live data on 
your wearable and mobile devices, and gives you timely advice on your dietary 
choices and suggestions on how to stay active. To make effective suggestions, it 
adapts to your predilections and inclinations, and can sense and help you manage 
your emotions. Your healthcare team is kept up-to-date on your conditions and will 
take proactive action when necessary. Your health insurer will reward you for 
avoiding expensive procedures.    

What features of such an app would you want or not want? What aspects of your 
daily life would you be willing to expose to the app in return for what benefits? If 
you are the family physician, how would you want the app to participate in the care 
of your patient, and how would your experience and expertise contribute? If you are 
the regulator, how would you ensure that the service would not be harmful to indi-
viduals and would serve the public interest? If you are the developer or service pro-
vider, how would you balance the various interests to achieve a viable and sustain-
able business model? How would you ensure that the system is functioning properly 
as intended and whether it is living up to various stakeholders’ expectations? [26] 
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There are numerous opportunities to incorporate AI into the app and supporting 
platform, from statistical ML to generative AI using foundation models. During re-
quirements analysis, stakeholders would want to assess the potential benefits and 
pitfalls of various technology options. 

3 From Process to Objects to Agents 
Models are necessarily simplified representations of reality.  They simplify by 

omitting unnecessary details while capturing essential aspects. Requirements mod-
eling languages typically offer a small number of concepts (comprising the model-
ing ontology [40]) based on abstractions that are considered sufficient for the pur-
pose of requirements analysis, while “abstracting away” the rest. 

In the early days of computing, the concept of process served as a powerful core 
abstraction for requirements modeling [52, 17]. In the era of interactive and distrib-
uted computing, object orientation became the dominant modeling paradigm [15]. 
Today, as software systems interact with the world in increasingly human-like 
ways, the concept of agent holds promise for modeling how machines relate to the 
world and to each other.  

The agent concept was first proposed as an abstraction for AI by Allen Newell 
[44]. It offered a higher level characterization of the behavior of a machine, in terms 
of the goals that it can achieve. It served as a specification for building AI agents, 
and for reasoning about how agents behave at a high level independently of software 
implementation mechanisms. 

The i* framework adapted the agent concept for the purpose of requirements 
modeling and analysis, for reasoning about how machines are situated in the world 
in a social setting. i* actors relate to each other at an intentional level. They depend 
on each other for goals to be achieved, tasks to be performed, resources to be fur-
nished, and quality goals (softgoals) to be satisfied. When an actor is depended upon 
to achieve a goal, it has the freedom to choose among alternative ways for achieving 
the goal.  

Intentional relationships allow for a high-level way of describing how actors re-
late to each other. This is well suited to the age of AI, where machines increasingly 
have the ability to do what is expected, without prior specification of every interac-
tion in detail.  

While the i* framework could serve as a foundation for requirements analysis, it 
abstracted away aspects that have become important today, particularly concerning 
rich human-like behavior such as learning. In the paper, we outline how we might 
extend the agent-oriented modeling approach to meet today’s challenges.  

The transition from process to object to agent orientation can be viewed as a 
natural progression of requirements modeling paradigms [64]. Each paradigm relies 
on abstractions that make simplifying assumptions about the world. Each step in the 
progression can be seen as an incremental removal or relaxation of earlier assump-
tions so as to be able to cope with the increasingly complex ways that today’s pow-
erful technology systems engage with the world.  
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In the process modeling paradigm, the analyst/designer has a full view of the 
entire end-to-end process, has control over how any parts of it is to be redesigned, 
and can globally optimize. In the object-oriented paradigm, behavior is distributed 
and localized. Local information is encapsulated and hidden. The prior assumptions 
of the omniscient and omnipotent analyst/designer is replaced by localized decision 
making. The criteria for decision making, however, are not captured in process mod-
els or object models. Intentionality resides in the analysts/designers. In goal-ori-
ented requirements modeling [41, 60], intentionality is made explicit in the model, 
and becomes available for analysis. In agent-oriented modeling, such as in i*, in-
tentionality is distributed and localized to each actor. Each actor is autonomous, 
although their freedoms are constrained by dependencies among them.  

4 Nine Pivots towards a Reconceptualization of RE       
The proposed vision is premised on an ontology1 of the world revolving around 

strategic actors and their relationships, rather than processes, objects, or user stories 
or scenarios that are the mainstay of current RE practices [49, 42]. The first two 
pivots recall the central ideas behind i*. Each of the subsequent pivots elaborates 
and extends the agent-oriented modeling paradigm to encompass a richer ontology 
and a broader vision of RE. The proposal is meant to stimulate further developments 
in requirements modeling concepts and languages, agent-oriented or otherwise.   

Pivot 1 – From unidirectional stipulations to multilateral relationships  
Requirements are often thought of as “shall” statements about what users and 

stakeholders want from a target system and how the system should behave, to serve 
as guidance and objectives for developers to meet [30]. To arrive at such statements, 
the various parties would want to explore different options to gain understanding 
about the implications of the choices they make. As technology systems offer new 
and unfamiliar functionalities and venture into new application areas, this explora-
tory stage of requirements analysis becomes more important [66], as there are 
greater uncertainties about potential benefits as well as vulnerabilities and pitfalls.  

i* thus shifts focus from the usual understanding of requirements as prescriptive 
or optative statements directed from the client to developers, to the analysis of the 
multilateral relationships among stakeholders and machines, and the changes to 
those relationships arising from new technology solutions. Stakeholders aim to ad-
vance or protect their strategic interests as technology proposals are considered. The 
relationships are expressed at the intentional level, leaving detailed interactions to 
be specified during the later stages of requirements definition. With highly flexible 
and general-purpose AI applications, specification of detailed behavior may not be 
possible or necessary.  

                                                        
1 The term ontology is used in this paper to refer to the set of concepts underlying 
a modeling framework [40]. The paper outlines a skeletal ontology, leaving is-
sues of language design open for future work. 
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In i*, stakeholders are modeled in terms of Actors2. Actors achieve goals by per-
forming tasks with available resources. Alternative ways for achieving goals are 
differentiated by how they contribute towards quality goals (softgoals). By depend-
ing on others, an actor can take advantage of opportunities beyond its own capabil-
ities. At the same time, it becomes vulnerable to potential failures beyond its con-
trol.  

Actors are intentional – their actions are motivated by goals and softgoals. They 
are autonomous in that they have freedom to choose among alternative ways for 
achieving goals. They are social in that their freedoms are constrained by depend-
encies with other actors. They reason about alternatives as best they can, and seek 
to advance their strategic self-interest by leveraging opportunities while mitigating 
vulnerabilities [66].  

In the wellness app, each of the stakeholders – the wellness seeker, the physician, 
etc., would aim to benefit from the technology, while avoiding negative conse-
quences. They would have dependencies on the machine, but the machine also de-
pend on the people around it if it is to function as intended. During requirements 
exploration and negotiation, each stakeholder would assess whether a proposed con-
figuration of relationships is to its advantage, and will seek to advance or at least 
protect its position. They would assess the viability of goal achievement by analyz-
ing how success or failure would propagate across the network of dependencies and 
rationales.   

Pivot 2 – From AI agents to a generalized actor abstraction 
In AI, the term “agent” refers to a computational entity – a machine [53, 62]. In 

humanistic disciplines, agent often refers to a human individual. For RE, we seek 
abstractions that allow for decisions about the automation boundary to be made dur-
ing RE, not as prior givens. In process modeling as well as object-oriented model-
ing, processes and objects can be analyzed at an abstract level3 independent of im-
plementation considerations, so that allocation of responsibilities to humans or 
machines can be determined as a result of the RE process. The same principle is 
also recognized in the goal-oriented RE approach [22]. 

In i*, the Actor is an abstraction that is independent of the medium or mecha-
nisms of its eventual realization4. The abstraction adopts an external view and at-

                                                        
2 In this paper, terms such as Actor, Role, and Agent are capitalized when used 
as defined in i*. When uncapitalized, their meanings are as in common usage.  
3 In the Structured Analysis method based on process modeling [17], the abstract 
level is referred to as the Logical Model, in contract to the Physical Model. These 
are analogous to abstraction levels in data modeling.  
4 Although the i* Actor abstraction was partly inspired by the concept of agent 
in multi-agent systems and agent-oriented software engineering [62, 35], and ap-
pear to share some of the same properties, e.g., autonomy, sociality, etc., these 
terms have different connotations in their respective contexts [65]. An autono-
mous agent in AI is a machine that has the ability to act intelligently on its own 
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tributes intentional properties to an entity regardless of its internal makeup or mech-
anisms [18]. It is therefore equally applicable to humans and machines, or any com-
binations thereof, of any size or complexity. Machines are attributed intentionality 
and agency because they embody design intents and rationales. By explicitly repre-
senting intents and rationales in requirements modeling, the impact of design op-
tions on stakeholders can be explored and analyzed.  

While analysis at an abstract level allows design options to be explored with the 
greatest flexibility, the abstract entities ultimately need to be related to their poten-
tial realizational counterparts. i* modeling provides for abstract Actors5 (called 
Roles) as well as realizational6 Actors (called Agents) to be included in the same 
model, so that dependencies among them can be recognized and analyzed. In the 
age of AI, where many automated systems operate based on probabilistic principles, 
one can expect that Agents may not fully meet the expectations defined in Roles. In 
traditional programmed software, even where functional requirements are fully met 
(sometimes supported by proofs of correctness), the non-functional or quality re-
quirements may be met only up to a certain degree [14]. In the case of humans, roles 
often serve as aspirational guidance for actual behavior.   

In i* modeling, the realization relationship from Agent to Role is denoted by the 
PLAYS association link. An Agent can depend on another Agent for achieving its 
goals, but those dependencies can be mediated by a Role, so that different candidate 
Agents for PLAYing that Role can be considered. Note that since Roles and Agents 
are autonomous Actors, they can have mutual dependencies, unlike in conventional 
software architectures where intentionality flows one-way along the realization re-
lationship7. By using IS-A hierarchies to distinguish among different types of 
Agents, classes of machines and humans with various capabilities and characteris-
tics can be defined, e.g., those with and without learning, different types of learning, 
etc.   

                                                        
without human intervention. Sociality refers to machines cooperating and acting 
collectively. In i*, these terms refer to properties of abstract Actors regardless of 
their realizational mechanisms. 
5 The terms agent and actor are used with a variety of connotations in various 
disciplines, with different degrees of abstraction. In the human and social disci-
plines, an agent or actor often refers to a human individual, but can sometimes 
refer to a larger social entity, such as an organization or a nation state. In AI, an 
agent is an artifact to be implemented in software. In i*, Actor, Role, and Agent 
are concepts for use in modeling so are therefore all abstractions. In i* models, 
they generally refer to classes, but can also appear as instances of classes. The 
Actor is the generic concept, with Role and Agent being specializations. They 
can be further specialized into subclasses. 
6 We refer to an Agent as being realizational rather than realized, since it is still 
an abstraction. When a Role is PLAYED by an Agent, the relationship takes the 
Role one step closer towards realization. 
7 Top-down in a layered architecture. Lower layer components are used to meet 
the objectives of higher layer components.  
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Pivot 3 – From unitary actor to composite of multiple 
autonomous actors 

It is commonplace to think of a person as having one or more roles at work – 
project lead, software developer, etc., in addition to multiple roles in personal and 
social life – parent, citizen, fitness club member, etc. We learn to manage the com-
peting demands from these roles, each representing different sets of interests and 
values. Different individuals may live up to the expectations of these roles to vary-
ing degrees. In simpler times, when software applications were narrowly focused, 
each stakeholder could be treated as a unitary actor with a single set of more or less 
coherent goals and strategic interests. In the age of AI, we are increasingly dealing 
with broad-based open-ended applications, possibly trained on all-encompassing 
data sources, as in the case of large language models (LLMs). Social psychologists 
have studied in great depth how humans manage multiple identities and conceptions 
of selves [59, 54]. In any given context, one or a small number of one’s selves may 
be salient, i.e., dominate over others.  

For RE, we propose to model multiple identities by treating any Actor as poten-
tially composite, with each constituent Actor being a full-fledged Actor like any 
other (i.e., has all the properties of intentionality, autonomy, sociality, etc.). RE 
analysis could then be as fine-grained as desired. The wellness seeker, in addition 
to a StayingHealthy Role, may have other Roles such as BecomingWealthy. The 
wellness app may well be discerning among these multiple identities (the healthy 
versus the wealthy person), and targeting them selectively to effect behavioral 
change. It may offer an AI agent that nudges the StayingHealthy role to adhere to 
an exercise or diet regime.  

We use the PART association link to denote the part-whole relationship between 
the composite Actor and its constituents. An Actor could be a Role, or an Agent 
capable of realizing a Role. Goal analysis is conducted by propagating goal satis-
faction values through explicitly defined intentional dependencies between any kind 
of Actor, including between Agent and Role, between a part and the whole, as well 
as among the parts. By including a Role and the Agent PLAYing that Role as con-
stituent Actors within a composite Actor, we are able to analyze the mismatches 
between Role and Agent, which appear as unsatisfied dependencies.  

Beyond the human individual, we apply the composite autonomous Actor con-
cept to sociotechnical structures of any size and complexity, comprising of Agents 
and Roles that may or may not yet exist, and which in turn may be composite8. The 
composite Actor concept can therefore be used to model an organization normally 
thought of as being made up of human and technology elements.  

                                                        
8 By conceptualizing the Actor as a generalized abstraction, it can be recursively 
refined or composed, as in the generalized abstractions of process and object. 
Note however, that compositionality of the generalized intentional Actor is a 
more complex concept, as each Actor is autonomous and has agency. 



8  

By considering the Roles that the human and machine Agents are PLAYing, one 
could explore whether those Roles, or some of its subparts, can potentially be real-
ized through different combinations of humans and technology. In the wellness app, 
the LoggingPhysicalActivities Role, previously played by the human, can now be 
played by the wellness app equipped with sensors. Whether the Nudging Role 
would be better played by the app or by another human may depend on the context 
and could be assessed empirically. 

Pivot 4 – From separate to intertwined development and use 
In the past, software took years to develop, and once delivered, would be updated 

infrequently. Development processes were modeled and analyzed separately from 
the processes in which the systems are used, such as business processes, and typi-
cally using different modeling languages and analysis techniques, e.g., SPEM [45] 
vs. BPMN [46]. In the digital age where usage is constantly monitored to inform 
developers, there is a much tighter coupling between development and use. Users’ 
expectations on functionality and quality evolve continuously. There are numerous 
decisions and choices during development that can result in success or failure during 
usage. When systems do not behave as expected, users often adapt the system or 
devise workarounds to fit their own processes.  

RE modeling can be used to expose and analyze how choices made throughout 
development and use affect each other. Following the agent-oriented approach, we 
model development and usage in terms of strategic Actors, with dependencies that 
can crisscross among development and use. With a generalized Actor concept, we 
aim to cover a notion of development that is applicable to human development as 
well as the development of machines. 

We introduce an association link A DEVELOPS-THRU B to mean that Actor A 
develops through the efforts of Actor B. The direction of the link suggests that, even 
though A is the beneficiary of the development efforts of B, it is A that wants to be 
“developed”, to acquire new or enhanced capabilities. This is consistent with the 
notion of a person going through development, e.g., through professional training 
programs. Both A and B are autonomous actors, and would assess the relationship 
strategically in terms of opportunities and vulnerabilities. This is in contrast to the 
conventional view in systems development, where A, normally thought of as the 
user, is a passive recipient of the development efforts. 

We refer to A as the Developient and B as the Developier (words coined to dis-
sociate from the conventional concepts of user and developer, but to rhyme with 
recipient and developer for mnemonic aid). The terms refer to the two ends of the 
association relationship, rather than special kinds of Actors. This leaves the specif-
ics of the “development” process in B and the “usage” process in A entirely open, 
so as to accommodate any kinds of development methods. Similarly, the usage pro-
cess is unconstrained, and can include unintended use cases and even misuse. RE 
analysis would aim to uncover issues and alternative solutions from the strategic 
viewpoints of stakeholders. A and B can be refined into sub-Actors for detailed 
analysis. 
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In the digital age, we as users of technology frequently evolve our own practices 
in our various Roles, as we integrate various systems and services into our lives, 
which themselves are evolving all the time. By modeling development and use 
within the same framework, RE analysis can examine and reconsider the allocation 
of responsibilities and decision rights between development and use. For example, 
in considering alternative design for personalization, a wellness app that automati-
cally detects and infers user preferences may be simpler to use, but renders the user 
feeling less in control. 

Pivot 5 – From separate to intertwined learning and doing 
Recent dramatic advances in AI are achieved by applying machine learning algo-

rithms on massive amounts of data. It is essential for RE to offer suitable abstrac-
tions that will enable stakeholders to assess technology systems today as they in-
corporate AI. As these systems become deeply embedded in human lives, it is 
equally important to include human learning in RE analysis. 

We take the same approach for modeling learning as for development (Pivot 4), 
in order to support analysis of strategic relationships among autonomous Actors 
capable of learning.  

We introduce LEARNS-THRU as an association link from A to B to mean that B 
contributes to the learning of A. We refer to A as the Learnient and B the Learnier 
(mnemonically rhyming with recipient and learner, but distinct from them in mean-
ing). The link indicates a relationship between two Actors relative to each other, 
without presupposing the properties of A or B. Analysis is conducted through in-
tentional dependencies explicitly defined between the two Actors. This approach 
leaves the specification of how learning takes place entirely open, so as to accom-
modate all kinds of human and machine learning.  

The Learnient can be thought of as the user of the results from Learnier, integrat-
ing the learning into its own activities, the “doing”. Both Actors, being strategic 
actors with agency, make choices according to their own best interests. The 
Learnient would assess how Learnier’s way of learning would be beneficial or prob-
lematic, while the Learnier may adjust its practices to respond to Learnient’s needs 
and concerns if that suits its own interests.  

A wellness app that learns from user behavior to improve its effectiveness could 
be modeled as having a learning Role (the Learnier side) separate from the doing 
Role (the Learnient side), so that their dependencies to and from other actors can be 
separately identified and analyzed. 

As in the case of development, RE analysis can help redistribute the kinds of 
choices open to each side. For example, the Learnier may restrict what is learned to 
a narrower context, or leave more room for interpretation or adaptation by the 
Learnient. More detailed analysis can be conducted by elaborating on sub-Actors 
on each side. A drill-down into learning can reveal where biases originate, and how 
they might be mitigated by other Actors during development or use. Elaboration on 
the doing or usage side might uncover how what is learned could be misused. 
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We treat learning as similar to development in that in both cases, the beneficiary, 
the Learnient and the Developient, gain capability. We provide the two links 
(LEARNS-THRU and DEVELOPS-THRU) to correspond to the distinction be-
tween software systems gaining capabilities through machine learning from data 
versus through explicit programming of encoded knowledge, respectively. The for-
mer is inductive and relies on instances and examples. The latter is deductive and 
relies on concepts and theories. In the case of humans, they correspond to learning 
through experience versus through descriptions or instructions. A person who fol-
lows a fitness exercise regime based on explicitly articulated instructions and sched-
ule would be considered to have undergone “development”, whereas if he acquires 
a pattern of regular workouts through the habituation, we would consider that to be 
“learning”.  

The LEARNS-THRU and DEVELOPS-THRU links can be used together, and 
can also be applied to humans and machines in any combination. This allows soft-
ware systems created through a mix of machine learning and programming to be 
analyzed in their human social context, including, for example, human-AI collabo-
ration in a business process, or AI-enabled enterprises. They can also be used to 
examine alternative methods and associated tools for creating ML and AI solutions, 
compare their relative strengths and shortcomings for different types of applica-
tions, and to trace problems and issues to their contributing sources through the 
network of dependencies, and to locate Actors that are responsible, or capable of 
remedial actions. Such analysis would be important for achieving trustworthy and 
responsible AI.  

For instance, to generate effective reminders to nudge a busy user to get active 
from time to time, the wellness app could use ML models learned from that user's 
activity patterns, combined with best practice heuristics developed by health ex-
perts. The Reminding function (a Role PLAYed by WellnessApp) LEARNS-THRU 
Reminder-ML-process, and DEVELOPS-THRU AppDevelopment process, which 
has a dependency on HealthBehaviorExperts for knowledge about effective nudg-
ing. 

Pivot 6 – From detached to empirically grounded Actors 
In the age of AI, systems rely heavily on diverse types and sources of data to 

respond to changing conditions in the world. Many software systems are created by 
observing actual results from repeated experimentation, rather than by applying 
well-worn techniques with predictable results. These include online experiments 
like A/B testing, and algorithm selection and hyperparameter tuning in machine 
learning [21]. 

We introduce the concept of Sensors and Actuators in an Actor’s intentional 
model so that it can refer to what happens to the world. They are tagged as such in 
the literals (names) of intentional elements (Task, Resource, etc.), and serve as in-
terface points to the non-intentional, causal world.  

A Sensor variable is an input to an Actor from a causal world, i.e., the Actor can 
decide what to do based on the value of the sensed variable. They may appear as a 
Resource in an i* model, or as a Situation or Indicator following BIM [28]. 
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An Actuator variable is an output to the world. The Actor can manipulate the value 
of the variable, through an i* Task. 

In cases where models about the causal world exist to complement the intentional 
models of strategic Actors, Sensors and Actuators would refer to named elements 
that are variables in those models, e.g., in causal loop diagrams of system dynamics, 
or in systems of differential equations.   

During RE, one would analyze vulnerabilities and opportunities in the ways that 
an Actor interacts with the non-intentional world, in addition to the intentional re-
lationships it has with other Actors. Feedback and adaptive architectures are im-
portant in many contexts, including for example, continuous software engineering, 
devOps, MLops and the data-driven enterprise [21]. Observations and interaction 
with the non-intentional empirical world are also essential for human learning. 

The wellness app could sense and respond to its application context (health results, 
healthcare team actions, user behavior, etc.) in many different ways. By extending 
intentional modeling with sensors and actuators that interact with the causal world, 
the RE analyst would be able to analyze the implications of alternative sense-and-
respond configurations from the viewpoint of strategic interests of various stake-
holders.   

Pivot 7 – From atemporal to temporally-contextualized Actors 
When Actors make choices and face trade-offs, they do so within a temporal 

context. Short term decisions may be less well informed and hurried. Decisions for 
the longer term may face greater uncertainty and psychologically feel more distant. 
Trade-offs may need to be made between short term effects and long term conse-
quences.  

When multiple Actors relate to each other intentionally, it is important to recog-
nize that each Actor may operate on a different time scale or specific time frame. 
One might respond differently to an urgent complaint from a long-standing cus-
tomer, compared to an inquiry from a new customer about a possible project next 
year. Decisions made in the context of the Project Manager Role may be in the time 
frame of each project, whereas the Agent playing the Role may include career-long 
considerations in its decisions. The wellness app user and various healthcare team 
members, in their multiple roles, would each be making choices and trade-offs in 
their respectively different temporal frames. 

For the purpose of RE modeling and analysis, we associate each Actor with a 
temporal frame. A temporal frame may define a finite time horizon or a recurring 
cycle with a certain frequency. It may be delineated in absolute time or by start and 
end conditions. It may also define a granularity so as to filter out high frequency 
noise, and exclude variations that are too slow to be considered significant. Iterative 
cycles may aim to converge towards a terminating condition, based on sensing and 
actuating within each cycle. 
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Pivot 8 – Beyond goals – values, norms, and emotions 
The goal-oriented agent abstraction from early AI [44] provided the inspiration 

for the i* Actor.  This exclusive focus on goal-guided behavior is an oversimplifi-
cation that is no longer adequate for today’s RE modeling needs.  

In the age of AI, software systems increasingly aim to appear to behave in human-
like ways, for smoother interactions and to achieve desired effects and to gain ac-
ceptance. Software systems not only can recognize human emotions and values and 
respond accordingly, many applications aim to trigger emotions and shape values. 
Furthermore, as AI derives its behavior by learning from humans, they will embody 
human biases and emotions. 

Humans also need to be modelled much more richly than in the past, since we 
interact with machines increasingly on human-like terms,. For humans, the default 
mode of interaction is reactive and intuition based, which is fast and automatic, 
rather than deliberative goal-oriented thinking, which is slow and effortful [36, 20]. 
Values, which are deeply held beliefs, can override strategic interests.  

We further extend the Actor abstraction that we have proposed so far to include 
behaviors that are driven by values and emotions, besides goals and interests. As 
before, this extension applies to the generalized Actor, encompassing humans and 
machines on any scale, with development and learning abilities, and so on.  

In the age of AI, while considering technology solutions, stakeholders want to 
know whether and how their values and emotions will be detected and exploited or 
manipulated and for what purpose, and whether their interests will be enhanced or 
compromised. They would want to explore alternative options for leveraging values 
and emotions for positive gains while minimizing vulnerabilities.  

By modeling sociotechnical configurations in terms of strategic dependencies 
among Actors with values and emotions, RE analysis can assess the implications of 
alternative configurations for various stakeholders. They can explore opportunities 
and inquire how and where things can go wrong, and what mitigation strategies 
might be sufficient. The effectiveness of wellness and healthcare applications could 
be significantly affected by differences and variations in cultural and professional 
values, as well as in emotional responses, among the many roles and participants. 

How values and emotions can best be represented for the purpose of RE modeling 
will need to be explored. While values might be treated as a kind of goal [58], one 
would also want to be able to analyze how values get transmitted across Actors. 
Values could potentially be treated as a kind of belief that gives positive or negative 
support to different ways for achieving goals, as in the concept of Claim in the NFR 
framework [14], and similar to other argumentation frameworks. By extending i* 
with a Belief Dependency, the effects of beliefs can be propagated across Actors 
using the same qualitative reasoning procedures as for goal reasoning [29, 4].  

Pivot 9 – From requirements on machines to augmentation of 
selves 

In the conventional view, requirements specify the relationship between the target 
machine and its environment [10]. In Pivot 1, we proposed to shift perspective to 
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think of RE as guiding strategic actors in their search for reconfigurations of rela-
tionships that would advance their strategic interests. In that process, we had as-
sumed that the Actors themselves remain unchanged. A target technology system is 
treated as a newly introduced strategic actor in their midst, resulting in reconfigured 
relationships among all Actors.  

Today’s AI-enabled systems have the potential to engage with humans much more 
deeply and can have far ranging impacts. We thus propose to take a further step, to 
think of the requirements process as guiding Actors to examine and transform their 
selves, incorporating technology into the self where appropriate. We will refer to 
this vision of RE as aaI* (or aaIstar), short for “Augmenting Aspiring Selves,” to 
highlight the RE task as that of helping stakeholders to examine and augment their 
selves, and to search for or create Agents that aspire to realize the ideals defined by 
Roles. The term “augmenting” rather than “augmented” is used to suggest an ongo-
ing and possibly never-ending process. 

Augmenting the self by “incorporating” another autonomous Actor (such as a 
black box AI agent) is analogous to a company acquiring another company, and is 
subject to similar integration challenges, including alignment of interests and val-
ues, and dealing with potential third party allegiances of constituent actors.   

An analysis of the self, as applied to all relevant stakeholders, regardless of how 
they are constituted, is part of the journey in self-transformation, and so is the ex-
ploration and search for technology solutions. The notion of “self” is applicable to 
each Actor, which, being a generalized abstraction (Pivot 2), can be abstract (Role) 
or realizational (Agent), can be any combination of humans and machines, and can 
be composite and potentially analyzable in terms of constituent Actors (Pivot 3). 

During RE inquiry, each Actor would ask of itself: (from Pivot 1) How are my 
possibilities for action enabled and/or constrained by strategic dependencies with 
other Actors? (from Pivot 8) How are my values and beliefs influenced and shaped, 
and by whom (belief dependencies)? Am I attempting to shape other Actors beliefs 
or manipulate their emotions? (Pivot 4 and 5) How did I come to be? Who and what 
do I depend on for my development and learning? (Pivot 6) How am I acting on the 
causal world and sensing the outcomes? (Pivot 7) What temporal frames do I oper-
ate in? How am I situated temporally in relation to other Actors? 

This self-reflection provides the basis for exploring alternative configurations of 
relationships with other Actors, and the boundary of the self – How else can things 
be? What would be a more desirable self? The notion of agency refers to the ability 
to make choices to respond to or control the environment [6]. Given the opportunity, 
Actors would seek to strengthen or augment their agency, leveraging technology if 
necessary.  

Taking advantage of the generality of the Actor abstraction (Pivot 2), the analysis 
of self and exploration of potential future selves can be conducted at an abstract 
technology-independent level (in terms of Roles), avoiding the common pitfall of 
favoring particular technology solutions prematurely at the expense of considering 
further alternatives. Envisioning possibilities at an abstract level transcends material 
limitations inherent in realizational Agents, such as humans and specific classes of 
machines. Technology alternatives can be considered in terms of various special-
ized classes of Agents capable of PLAYing the Roles.  
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The general Actor abstraction also allows the examination of self to be conducted 
at multiple levels of granularity. A composite Actor (Pivot 3) can be examined as a 
single autonomous actor. The same analysis can be applied to each of its constituent 
Actors, and so forth recursively. Opportunities for self-transformation and augmen-
tation may exist for many of these Actors, sometimes at the expense of others9. RE 
methods are needed to help navigate and manage the analysis, as in the case of 
complex organizations of human and technology elements. In the age of AI, RE 
processes are ongoing cycles of transformation, resulting from dialogue and nego-
tiation between what is desirable (Roles) and what is possible (Agents).  

In the case of the wellness app, Actors to be considered might include the health 
conscious person’s Roles and realizational Agents pertaining to his health and fit-
ness, family and social life, work life, and those pertaining to persons he interacts 
within these roles, Actors associated with his healthcare providers, and the devel-
opers and service providers of the app and platform, and perhaps regulators and 
policy makers. The RE analyst would work with stakeholders to determine the 
breadth and depth to which the network of dependencies and associations among 
Actors should be pursued, to the extent that their decisions would be affected. The 
characteristics of these Actors may depend on the local culture, demographics, and 
regulatory and competitive environments. 

5 Discussion and Related Work 
Requirements engineering bridges the needs and wants of users and stakeholders 

on the one hand, and the capabilities of technology systems on the other. Much 
attention is currently being paid to how RE techniques can encompass the distinc-
tive characteristics of recent AI technologies, under the rubric of RE4AI [1]. As AI 
becomes widely incorporated into all kinds of systems, RE techniques must be able 
to analyze how systems made up of technologies of all sorts, AI or otherwise, affect 
people’s lives, so that stakeholders can make informed choices.   

We have proposed to model complex sociotechnical systems using a unified con-
cept of Actor, sufficiently abstract and generalized to encompass sociotechnical ac-
tors of any composition, while specializable through IS-A hierarchies to distinguish 
among humans and machines of various types and characteristics.  

The Actor abstraction can be seen as a further evolution of the object abstraction. 
Objects localize and encapsulate data and behavior, whereas Actors localize inten-
tionality and choice. Objects collaborate by exchanging messages. Actors, through 
intentional dependencies, expand the space of options for each other, but also con-
strain each other’s freedom.  

The social science literature provides an extremely rich reference source for de-
veloping and refining the Actor abstraction. The concept of agency has been exten-
sively explored (e.g., [19, 6]). Social psychologists distinguish among individual 
self, relational self, and collective self [54]. Many theories of identity have been 

                                                        
9 As each actor seeks to augment its self, it may be considered harmful or malev-
olent by some other actors. The modeling framework makes no assumptions 
about which goals are beneficial or deleterious. The analysis is conducted from 
the viewpoint of each stakeholder. 
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developed [48]. The concept of role appears in many forms in various theories. The 
Role concept in i* is a simplification. The imperfect realization of a Role by an 
Agent may be compared to the concepts of identity standard and identity verifica-
tion in identity theory and affect control theory [23]. William James [33] distin-
guished between the self as subject (I) and as object (me), and hinted at a notion of 
extended self that can include artifacts. The “extended self” concept has been ap-
plied to modern marketing [8] and has been discussed in the context of virtual as-
sistants [38]. 

Psychologists recognize that emotion is a more fundamental driver of human be-
havior, whereas deliberative thought and conscious decision making is cognitively 
demanding and slow [20]. It has been proposed that the fast and slow thinking of 
Systems One and Two [36] be viewed as separate minds [2]. RE researchers have 
drawn attention to the importance of including values and emotions in requirements 
analysis [55, 32]. Values have been treated as goals [50]. Emotions are especially 
important in RE for security [63], gaming, gamification, persuasive technology, and 
affective computing. 

Time frames and horizons are important factors in organizational decision making 
[47]. Technical debt in software engineering is a manifestation of intertemporal 
choice and trade-offs [7].  

There is much work on RE for adaptive systems, including goal- and agent-ori-
ented approaches [39, 5]. The current proposal suggests to provide only interface 
points to dynamic models, allowing for different types of system dynamics model-
ing to be used to complement the intentional modeling of sociotechnical Actors.  

The proposal to model learning and doing, as well as development and use, as 
intermingled processes draws inspiration from the modeling of DevOps [16], and 
from the treatment of variability in software engineering, where the binding time of 
variants can be allocated to different points along the multiple stages of develop-
ment [56]. The proposal is distinctive in aiming to encompass both machines and 
humans, and learning and development together in a single modeling framework. 

Reconceptualizing RE as self-reflection and reinvention can be seen as a general-
ization of the call for businesses to rethink who and what they are as they pursue 
digital transformation and business model innovation [57, 37]. By asking them-
selves repeatedly – “what business am I in?” [51], an online book seller could end 
up becoming a e-commerce platform and a technology company; a DVD rental 
company could become a streaming service then a major movie producer, and an 
athletic footwear company can also become a fashion leader. RE using a generalized 
Actor abstraction would suggest self-inquiry and prospecting for opportunities at 
multiple levels at the same time, from individuals to groups to organizations, each 
constituting of multiple selves, with interactions and dependencies among them and 
across levels.    

The notion of augmented intelligence has been a long running theme in connection 
with AI, advocating the use of machine intelligence to complement and amplify 
human capability rather than to compete with or supplant human intelligence [68, 
69]. The proposal of the augmenting self, as articulated in Pivot 9, may be seen as 
a generalization of the notion of augmentation adapted for the purpose of RE. When 
applied to a generalized Actor abstraction, augmentation refers to the strengthening 
or expansion of the agency of an Actor, without prior assumptions about eventual 
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realization, and applicable to Actors of any size or scale (Pivot 2). Agency may be 
interpreted as the capacity of the self to control the environment [6]. The proposed 
notion of the augmenting self thus does not rely on any conception of intelligence, 
and is independent of prior assumptions about human or machine capabilities. Using 
this abstraction for requirements modeling avoids prejudging relationships among 
humans and machines, allowing alternative configuration of human and machine 
elements to be explored and determined during RE.    

The current proposal aims to benefit from the extensive and diverse literature on 
these topics to contribute towards a unified requirements modeling framework cen-
tered around the core abstraction of Actor.  

6 Conclusions and Future Work  
As AI continues to gain ground in the computing landscape [43], further acceler-

ating the already massive transformations of the digital era, many brace for the on-
coming onslaught of the new technology with anticipation and trepidation. Will I 
become more productive and valuable, or will I become redundant? How will I 
share responsibilities and credit with my AI coworkers? Will I have meaningful 
relationships with others when interactions are mediated through AI? Will my 
agency be diminished if my life is increasingly taken over by technology? As a 
business leader, will my investments in advanced technologies continue to be com-
plemented by human ingenuity for continual organizational renewal and sustaina-
bility?  

RE does not aim to answer the question – will AI be a boon to humanity, or will 
it diminish human agency in general? But RE techniques can guide each stakeholder 
to ask, for a specific application setting – which of my constituent selves will a 
proposed technology intervention augment or compromise? RE can guide the sys-
tematic search for alternative configurations of relationships that can best advance 
overall interests while mitigating against potential vulnerabilities.  

This proposal has suggested the Actor abstraction as a core ontological construct 
for modeling humans and machines alike, through a generalized concept of Actor. 
The skeletal ontology outlined in this paper is only a first step in a vision, towards 
a modeling-based RE framework and methodology. The ontology serves as a basis 
for developing a language notation and semantics, reasoning techniques and algo-
rithms and supporting tools. The framework will also need to be supplemented with 
catalogs of reusable knowledge, such as classes of commonly seen Roles and tech-
nology Agents, as well as patterns and anti-patterns of sociotechnical configurations 
of Actors. 

There are many technical issues to be considered, including, for example, whether 
association links among Actors such as PLAYS, DEVELOPS-THRU, and 
LEARNS-THRU should include intentional semantics to support reasoning, and 
whether structuring relationships well-developed in conceptual modeling for ob-
jects – generalization-specialization (IS-A), classification-instantiation (instance-
of), and aggregation/ composition (part-whole) – need to be adapted for intentional 
autonomous Actors. Beyond expressiveness and analytical power, there are the is-
sues of cognitive complexity and learnability for eventual practical adoption. One 
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might consider, for example, incremental or selective adoption of the pivots for dif-
ferent application settings.  

Great strides have been made in recent years in advancing RE concepts and tech-
niques. This proposal builds on foundations in goal-oriented and agent-oriented RE. 
There is much opportunity to consider how to take advantage of existing research 
results to give substance to this current proposal, including the considerable bodies 
of work in applying, adapting, and extending the i* framework, e.g., [24, 31, 14, 25, 
3, 67]. 

When a technology is first introduced, it tends to be used to automate familiar 
tasks, for greater efficiency, lower costs, and higher productivity [61]. As we gain 
better understanding of the capabilities and limitations of the technology, we begin 
to recognize the different ways in which it can reshape our lives and relationships, 
eventually enabling us to reconceptualize who we are, and what we can become [13, 
27, 34, 11].  
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