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Abstract

SORTAL is a software assistant for performing
meaning-triangle~based sortal analysis. This paper
describes its architecture and possible implementa-
tions. Conceptual analysis and conceptual mod-
elling are central components of the informant-and-
analyst-based, natural language-mediated knowl-
edge acquisition process, but focusing on concepts
is not enough. The “aboutness” of the language
used in the interview forces the analyst to recog-
nize distinctions between words, concepts, referents,
and cogniting agents. Creating frame-like represen-
tations for agent-centered meaning triangles, as well
as updating ontologies, keeping track of multiple do-
mains of discourse, and the creation of knowledge
bases for use in other systems are tasks that can
be assisted by a software tool such as SORTAL. We
sketch the requirements for such an assistant, give
examples of its operation, and address implementa-
tion issues.

1 INTRODUCTION

Knowledge acquisition is difficult if for no other
reason than that the analyst has to keep track of
a vast bulk of textual and conceptual material.
Software tools are essential. In this paper we
describe a software system, SORTAL, a knowl-
edge acquisition assistant for sortal analysis,
that helps the analyst in her work. The devel-
opment of knowledge-based software is merely a
special case of a more general issue of software
engineering: how can we use CASE (computer-
assisted software engineering) tools to make our
work easier in systems analysis, requirements
specifications, and data modelling?

SORTAL is one of three theoretical or imple-
mentable software systems that we are develop-
ing. Together, they address the problems of text
handling, conceptual analysis, natural language
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understanding, and the extraction of knowledge
from text. The systems are these:

e Lukes (Language Understanding and
Knowledge Extraction System).is a theo-
retical, “gedanken” system for generating
expert systems. LUKES is based on a three-
level architecture of ‘cogniting’ agents, hav-
ing verbal, conceptual, and subconceptual
levels. It incorporates a theory, based on
concept cluster attachment, of natural lan-
guage understanding and knowledge acqui-
sition from text. We describe this system
and its theoretical foundations more fully
in [Regoczei and Hirst 1989b).

e LoGgos (“the word, the expressed con-
cept”) is an implementable version of
LUuxEs. In its present form, LoGos has a
two-level architecture: verbal and concep-
tual; i.e., it omits the subconceptual level
of Lukes. It is knowledge-based, and is
bootstrapped by SORTAL (which we discuss
next) (see figure 1). Its input is natural lan-
guage text and descriptions of conceptual
structures. As output, it produces knowl-
edge bases consisting of text with concept
cluster attachments. ’

e SORTAL, the main topic of this paper, is
" a KA apalyst’s tool that assists in the
use of the KA methodology that we have
described in earlier papers {Regoczei and
Plantinga 1987, Regoczei and Hirst 1988,
1939a, 1989b]. In particular, SORTAL uses
the meaning triangle distinctions of verbal,
conceptual, extérnal-referent, and agent
domains of existence discussed in {Regoczei
and Hirst 1988]. It helps the analyst to
‘build ontologies and inventories for do-
mains of discourse from informant-analyst
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Figure 1: Bootstrapping LoGos with SORTAL to build 2 knowledge-based system. (From Regoczei

and Hirst [1989b].)

interviews, other textual material, and di-
rect observation of the object domain. It
incorporates version control for domain of
discourse creation, and other features de-
scribed below.

The problem we are addressing is to build
conceptual models on the basis of natural lan-
guage input to the analyst, making use of the
analyst’s existing knowledge base, and, having
done this, to take the conceptual structures so
obtained and recast them in the framework of
one or more of the following:

» Knowledge base conmstruction for expert '

systems;

¢ Requirements specifications for software
development;

s Data modelling for conceptual schema de-
sign;

s Systems analysis.

We see both SoeTaL and LoGos as kinds of
CASE tools that integrate some of the best cur-
rent” techniques with the new theoretical foun-
dations that we are offering. We observe that
there is a good deal of software development be-
ing done right now: some-of it is done well and
some of it is done badly. Our view is that it
should be possible to form a descriptive theory

of what is being done in the field, examine it and -

refine it, and formclate a systematic methodol-
ogy that one could recommend. A methodology
for KA, of which we picture sortal analysis (see
nezt section) as one component, is best embod-
jed in software toois. SORTAL is an example of
the approach that we are taking.

2 SORTAL ANALYSIS

Our approach to kanowledge acquisition was de-
scribed in the eariier papers cited above. In
these papers, we argued for the importance of
creating a domain of discourse, and record-
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ing the ontology and inventory, in the con-
text of an informant-and-analyst-based, nat-
ural language-mediated interaction. We ad-
vocated the meaning triangle (figure 2), as a
way of drawing distinctions between entities
with different ontological status. We advanced
the mechanism of concept cluster attachment to
operationalize both knowledge extraction from
text and natural language understanding. In
connection with the meaning triangle and con-
cept cluster attachment, we discussed sortal
analysis.

Sortal analysis is a form of classification.

From input of text, general signs, or other ob-
servational material, it separates and clearly la-
bels words, concepts, referents, and agents. Sor-
tal analysis can be regarded as a generalization
of conceptual analysis. In the case of concep-
tual analysis one is inquiring about the concepts
‘behind’ the text. But we have to go beyond
this. We need to distinguish between a lan-
guage in the abstract sense, such as English, and
‘language-in-use’, such as the utterance of an
English sentence to communicate with another
person or to perform a task. Language-in-use is
about something. In the case of sortal analysis,
we are inquiring about what sort of things are
being talked about, as well as recognizing text
itself as a sortal category, namely verbal. Sor-
tal analysis recognizes the central importance of
the ‘aboutness’ of language-in-use.

Sortal analysis consists of generating and con-
structing concepts, concept clusters, and con-
ceptual structures, forming mental models of
the conceptual kind, categorizing, and contex-
tualizing, while recognizing the fundamental
distinctions between words, concepts, and en-
tities that are components of an object domain
in the external world.

For example, the sense of a word can be de- -

fined as an ordered pair, whose first.component
is lexical, {.e., the word, and whose second com-
ponent is 2 concept cluster centered upon some
concept. For example:
{“piano”,
{([PIANO] | [MUSIC], [SONATA}, ...} )
The central concept, before the vertical bar, is
the denotation and the peripheral concepts of
the cluster are the connotations. _
A second example: Sortally composite enti-

Figure 3: Meaning :riangle for a sortally com-
posite entity.

ties are frames. In perceiving a table, we can
decompose the activity into perceiving, perceiv-
ing that something is there, and attaching the
concept [TABLE] to the perception. If we ver-
balize the perception, then we have a triple:

{ 77 - . [TABLE], “table”)

We can picture this triple as a frame. Such
frames can be diagrammed on a meaning tri-
angle with the contents of the individual slots
diagrammed on the referent, concept, and word
nodes, respectively. as in figure 3.

Sortal analysis is necessarily perspectivist
[Bullock et al 1953, p. 641-2], constructivist,
and agent-oriented. One cannot do sortal analy-
sis on a sentence alone without further informa-
tion and knowledge about people and the world.
We will illustrate this point with an example be-
low.

In sortal analysis. our first step is to take
the agents seriously and feature them promi-
nently, because the éistinction between concept-
like and referent-lize entities is to be drawn rela-
tive to an agent. This categorization of entities
is essential. We can note the two-level archi-
tecture in the case of the NLU approach: The
English text is at 1ze verbal level, and the con-
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CONCEPT NODE:
- Concepts internal to agent

(agent’s semantic objects)

TEXT NODE:
Words, phrases, and
sentences as the
agent uses them

REFERENT NODE:

World external to agent -
(object domains,

public bodies of knowledge
as social constructs)

- Figure 2: An agent-centered meaning triangle.

ceptual dependency representation is at the con-
ceptual level. But this does not exhaust the on-
tological categories. In knowledge acquisition,
we have to take cognizance of agents and the
world they live in. In particular, we have to use
surrogates (see section 7) to construct models
of the object domains.

3 SOFTWARE.SUPPORT FOR
SORTAL ANALYSIS

Even for relatively simple KA problems, the vol-
ume of material to be handled far exceeds the
capabilities of manual systems. Certainly, auto-
mated techniques are more cost-effective. SOR-
TAL is a software assistant for the task of sortal
apalysis. It supports the recording of concept
cluster attachments and the diagramming of the
ontology and inventory on frame-like versions of
the meaning triangle. Figure 4 lists SORTAL’s
main functions. »
SORTAL's being an assistant means that the
person being assisted is also a part of the sys-

tem. This has to be noted, because concept for-
mation is something presently done by people,
in this case the analyst, and not by computers
(current research in Al notwithstanding}. It is
the analyst who decides what is an agent, how
many triangles are needed, and how surrogates
will be created for referent entities in the ob-
ject domain. SORTAL records, organizes, and
prompts, enabling the analyst to keep track of
large quantities of textual and conceptual ma-
terial. S

4 HOW SorTtal HELPS

To put it very simply. SORTAL sets up frames,
and prompts the user to fill the slots.

What makes SORTaL significant for our pur-
poses is the distinction drawn in categorizing
entities into verbal, conceptual, agent-like, and
referent-like. Furthermore, it distinguishes pub-
lic concepts from other entities on the referent
node, and supports tke construction of sortally
composite entities.
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¢ Helps analyst draw meaning triangles.

s Supports
the construction of agent-centered meaning
triangles in frame-like notatiosn.

Supports domain of d:scourse creation.

Records ontology.

Records coreference links.

Provides version control.

Effects categorization into verbal, concep-

tual, referent-like, and agent-like entities.

¢ Supports the construction of sortally com-
posite entities, e.g., word-concept cluster
pairs, or named concepts, or conceptualized
referents.

o Keeps track of hybrid entities on the refer-

ent node, for possible future refinements of

the analysis.

Figure 4: Main functions of SORTAL.

When confronted by a piece of text, the an-
alyst asks questions such as: who is uttering
this text, what are this person’s mental models,
what is the text referring to, and is there in fact
a referent? That is, she makes a distinction be-
tween understanding text, understanding peo-
ple, and understanding the world [Regoczei and
Hirst 1989b]. She makes the decision as to how
many and what kind of agent-centered meaning
triangles to start with, and whether or not to
include 2 triangle centered upon herself as an
agent. Next, she decides which text fragments
to deal with, how compositional the concept
cluster attachment should be, and whether she
should follow a literal interpretation or a more
figurative one. In setting up multiple domains of
discourse, she separates out the various concep-
tual domain components on the concept node
of the meaning triangle. She decides whether
or not to include platonic domains either on the
concept node or on the referent node.

SORTAL helps to populate the referent do-
main with surrogates. Because the object do-
main on the referent node is structured by pro-

jecting concepts onto the node, a jwdicious pol- -

icy has to be adopted to trade off:

"~ 1. The inclusion of sufficient surrogates not
only to cover the referents of the concepts
but also to provide a rich-enough back-

* ground for breakdowns and unexpected de-
viations [Winograd and Flores 1986};

2. Not including so many surrogates that the ‘
inventory becomes unmanageable.

In deciding what to include on the concept
node and what to place on the referent node,
the guiding consideration is the trade-off be-
tween models of mental models aid models of
‘the truth’. This is the great thematic distinc-
tion between ‘objective’ and ‘subjective’, and it
takes a certain amoust of humility on the part of
the analyst to realize that what appears to her
as ‘God’s Own Truth’ is little more than a ver-
balizable version of z conceptual model, which,
in turn, models her own mental models, some
of which may be at the subconceptual level.

In the case of an agent-centered meaning tri-
angle, there are at least two agents: the agent in
the center of the triangle, and the analyst con-
structing the triangle. We have to distinguish
between the agent structuring the object do-
main and the analys: stracturing the object do-
main. This is a non-trivial distinction. The ana- -
lyst and the agent may see the world very differ-
ently, i.e., from different perspectives. SORTAL
can keep track of such distinctions. Thus not
only does it keep track of multiple domains of
discourse for a single agent, but it has to keep
track of different views of the ‘same’ domain,
whether the object domain or the domain of dis-

course.

5 AN EXAMPLE

To illustrate sortal analysis and SORTAL, we will
now present a situation that we will use as a
running example, interwoven with our theoreti-
cal discussion. We will consider a sentence sim-
ilar to one originally analyzed by Schank {1973,
p- 228] to demonstrate his conceptual depen-
dency representation. We want to highlight how
different a KA analysis of text is from that taken
in conventional resezrch in natural Janguage un-
derstanding (NLU). The text is:

(S1) John sliced the salami with a knife.

Schank produces a semantic representation of
this in his CD notation, employing his set of
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primitive actions; see figure 5.! Being able to
produce such dia,gra.ms and then use them to
answer questions is said to constitute langua.ge
understanding.

Our approach necessarily starts not with sen-
tences but with utterances—that is, the partic-
ular use of a sentence by an agent in a particular
situation in the world. Qur analysis takes into
account a consideration of the background to
the utterance: certain cultural or anthropolog-
ical observations and certain pragmatic consid-
erations.

Firstly, in North America, salami usually

.comes shrink-wrapped or sliced at the deli-

catessen. Very few people slice salami. They
hardly even slice bread any more. They do
know, however, that salami comes sliced. The
sllcmg is dorne pot with a knife but with a ma-
chine with a large rotary blade that can be
set for different thicknesses of slices. Moreover,
many people would, if pushed, realize that they
are confused by the notion of salami. They
would have difficulty telling salami from Pol-
ish sausage or from jagdwurst. For example, is
bologna a type of salami? What about Genoa
salami? The relevance is that bologna is rela-
tively easy to slice with a knife, but soppres-
sata is not. Schank didn’t have to worry about

‘these issues because there he had no real salami

slicing. His main concern was computational
linguistics of a ‘pure’ kind—agentless, timeless,
contextless, ethereal—whereas for us dialogue
is there to acquire knowledge possessed by an
agent and used in am actual situation for a par-
ticular purpose. (Yes, we are using a pretend
world too, in order to make our example small
enough to fit in this paper, but we are nonethe-
less aiming at some measure of realistic and dra-
matic verisimilitude.)-

The second observa.tmn concerns discourse
rules. The sentence seems ‘unnatural’ as a frag-
ment of actual dialogue. It is contrived; one
could almost say that it was written in a kind
of artificial natural language. In the case of a

1Schank’s example was actually [ sliced the meat with a
knife. But his analysis of John sliced the salami with o
knife would be exactly the same as his actnal example
bat for the tokens John and salami replacing Jand meal.
In contrast, as may be inferred irom the discussion be-
low, the two sentences would give rise to very different
analyses in our approach.
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more casual dialog:<. one would set up a con-

text such as one in wiich John and some other
people were preparizg some cold cuts, in order
to make a point suc> as this:

o John did the sLzng.
e He was slicing salami, not brea.d

o He used a kpi’s. because he was skilled
enough to be aZle to cut thin, even slices
for the sandwictes.

This is a lot of pew information to squeeze
into a single senter:e. Hence it stretches the
bounds of the rules of co-operative discourse
[Grice 1975]. The point is not that a sen-
tence such as John s.iced the salami with a knife
would never be utterzd; obviously it can be ut-
tered, and is a perfe::ly acceptable, reasonable,
well-formed English sentence. But without set-
ting the context, e:'ablishing the agents, talk-
ing about the vario=s referents, situations, and
domains of discours:. one can do neither knowl-
edge acquisition nor sortal analysis. So, accord-
ing to the rules of Zscourse, the speaker must
supply enough information, but not too much,
and must make sure that the utterance is inter-
pretable. In other w:rds, the sentence has to be
contextualized.

As we said, this sxample is originally from

research in NLU. Tc make it a KA problem, we
must put it in context. Let us assume that we
are automating the :andwich production facility
of a large catering :ompany. We talk to the
supervisor, asking a>out the source of some cold
cuts on a plate, anc he casually says:
(S1) “John siced the salami with a
knife.”
Now we have to ‘extract’ the knowledge from

this sentence. (For the operatlonalizabi]ity of
this metaphor, see Zegoczei and Hirst 1989b].)

6 WORKING THE EXAMPLE BY
HAND

6.1 A first version

What would this example look like if, instead
of using Schank’s zoproach, we tried concep-
tual analysis technizies? We would get a much
richer analysis. ané -esults that are much more
suitable for knowlsige base construetion, al-
though conceptua.l ma]ysxs still falls short of

TR W TR W W WM W e T W e e e

e




i
L

- John

U-Poss'ﬂ,sa.lami John

Johne> MOVE < mand < 1 ;
] -—
o T ﬂGONT GRASP
back & forth knife to
slices knife
salami D
whole POSS-BY
hand &===]John

Figure 5: Schank’s representation of John sliced the salami with a knife.

sortal analysis, as it addresses the ontology, but
not the inventory, of the particular case or sit-
uation.

Let us try to work this example ‘by hand’, us-
ing conceptual analysis to explicate the knowl-
edge ‘behind’ the text [Regoczei and Hirst
1989a] and use Sowa's conceptual graphs to
record the results of the analysis [Sowa 1984).
Later on, we will introduce sortal analysis tech-

" niques. A simpler analysis takes sentence S1 as

the text, generates the concepts closely corre-
sponding to the lexemes, and arrives at a graph
such as that in figure 6. This graph—let us call
it Version 1—says, basically, that the activity of
slicing has an agent, John, an object, the salami,
and an instrument with which it is being carried
out, the knife.

The ontology for our microdomain at this
stage consists of four concepts, three conceptual
connectives, and one statement of fact regarding
John’s activities. At this stage, we know noth-
ing further about [KNIFE] and [SLICE}, so for
the moment they are to be considered semantic
primitives relative to the microdomain we are
building. Knowledge about knives or the ac-
tivity of slicing may come from the informant
or may be supplied from the private knowledge
base of the analyst. For proper version control,
we should be able to keep track of where this
additional input is coming from. We will retarn
to this very important point below.

6.2 Recording the resulting knowledge

Now let us consider the difficulties that the an-
alyst faces in the task of making a permanent
record of the interim findings. Until recently it
had to be done by paper and pencil, or equiv-

alent. Alternatively. oae counld use 2 word pro-
cessing package and the frame-like notation for
meaning triangles suggested by Regoczei and
Hirst [1988]. With a tool such as HyperCard,
the analyst could actaally draw triangles on a
set of linked hypertex: cards (figure 7).

Bat this is not much of an advance, as it still
has some serious shoricomings, such as these:

e There is no conrection between the enti-
ties in the text, concept, and referent fields.
In particular, there are no coreference links
between these entities.

e There is no support for forming sortally
composite entities such as the ones that we
need to clarify the example of Eddington’s
two tables [Regoczei and Hirst 1989b}:

(Fitable, [TABLE-COMMONSENSE])

(#table, 7
[TABLE-NUCLEAR-PHYSICS])

The projection of concepts onto the ref-
erent node is necessary to structure the
object domain zhere, aand to label the
surrogates. Alternatively, we could at-
tach descriptive labels on the surrogates
in a metalanguage which, of course, would
look exactly like English. This causes a
confusion—respoasible for much philosoph-
ical head-scratcking in the past—between
the population of the text node and the ex-
." planatory labels attached to the surrogates.

o There is no facility for treating the pop-
ulations of the :ext, concept, and refer-
ent nodes as diferent abstract datatypes
with different permissible operations. In
particular, the items on the nodes are not
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[JOHN]—(AGNT)—[SLICE]~(OBJ)—[SALAMI]

L
(INSTRUMENT)—[KNIFE;

Figure 6: Conceptual graph for sentence S1. -

[JOHN], {SLICE], [SALAMIL [ENIFE],
(AGNT), (OB]), (INSTRUMENT)

[JOHN]c--{AGNT}¢-~[SLICE]--->(OB]}--»[SALAMI]
~=>(INSTRUMENT)-->[ENIFE|

O Agalys

T
¢ R®

John sliced the
saiami with
a knife.

*4321, #4545, etc.

av

Figure 7: Version 1 of the aina.lysis; hand-diagrammed iz HyperCard.

available for further processing, such as, for
example, generating knowledge bases from
the information already available.

o There is no support for intuitively-needed
human operations such as concept clus-
ter attachment [Regoczei and Hirst 1989b].
Attaching concept clusters to words and
referents is very much like free associa-
tion or being reminded of one thing by an-
other. As such, it is a subjective, agent-
oriented activity not unlike forming coref-
erence links or sortally composite entities,
or the labelling of referent surrogates (see
section T below).

This brief list makes it clear that 2 software
tool supporting sortal analysis would have to
provide substantial advantages beyond manual
techniques, even when the manual techniques
are supported by word-processing, database,
and text handling capabilities.

8.3 Continuing to work the example by
hand :

Resuming where wz left off above, we can look
at the conceptual graph that expresses the fac-
tual statement of John’s activities (figure 6)
and perhaps notice some peculiarities having to
do with the namirg of concepts. We notice,
for example, that tte concept {SLICE] refers to
the activity of shicizg, rather than the piece of
salami that is the fnal product of the activity.

~ Ideally, the names of concepts should be intu- -

itively obvious bott to analyst and informant,

‘and anyone else later reading the documenta-

tion of the interviews. We could decide to use
the name [SLICING. instead, though Sowa does
not use the gerundial form in his graphs. In any
case, using the gercad consistently for an activ-
ity is unnecessary. ecause difficulty arises only
when a word, suct as “slice”, is both a verb
and 2 noun desigrzsing the product of the ac-
tion. It might be easier to explain the concept
with comments, raizer than to agonize over the
exact choice of the name. In casual terms, we

25-8.
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would like to elaborate and explicate—in effect,
talk about the concept—including explaining
that possible labels such as [SLICE-ACTIVITY]
and [SLICING] are alternative names for the
same concept that ‘defines’ a type of activity
out there in the ‘real world’.

When there is no software support, the con-
siderations we just described, although occur-
ring in the thoughts of analyst and informant,
do not get recorded. A text window, associat-
able with each concept, is a necessity for record-
ing these explanatory comments. The text so

generated may, at a later stage in the interview,

be incorporated in one of the later versions.
Comparing our graph above with Schank’s
(figure 5), we notice that Schank’s is more com-
plicated. Its complexity is introduced by:
e Elaborating on the activity of slicing, in
particular, slicing with the kaife.
¢ The salami being turned from an integral,
whole entity into a collection of smaller
pieces. Schank, however, stops short of
describing each piece as having a particu-
lar shape (i.e., being delimited by parallel

planes) and a specified orientation relative

to the salami as a whole.
We can incorporate similar considerations into
our analysis by drawing canonical graphs (3
la Sowa) for the concepts [SLICE-ACTIVITY)
-and [SLICE-OBJECT]. We can also consider
adding further information through type hier-
archies such as:
SLICE-ACTIVITY
< CUTTING-ACTION
< ACTION
or considering adding concepts with referent
fields (not the same as surrogates!) such as:
[PERSON: John]
and:
[CUTTING-ACTION: John’s-slicing]
We may broach the issue of whether the dis-
tinction between action and activity needs to be

specified at this stage, the intuition being that.

slicing is more like a prolonged activity than
a single act or action. However, there is no
need to take a rigid position on what may be
included in the microdomain. Without 2 pre-
determined directory of concepts and a taxon-
omy, the analyst has to make decisions as the

microdomain is beirg constructed on what to
inciude and in what form to include it. But it
would be useful to have a software tool to keep
track of these decisions for future use, possibly

to scroll back to an earlier version to construct

a different account of the knowledge being ac-
cumuiated. With manual techniques, as noted
above, the thinking is done, but is too cum-
bersome to record.. Even if recorded, it is too
difficult to reuse. :

Focusing our attention now on the use of se-

mantic primitives, we note that the primitives
that we use are not absolute, but rather are
relative to the microdomain being constructed.
Since we are striving for a minimal covering on-
tology of sentence S1. at times we make the deci-
sion to treat a concept as a one-node primitive,
and not expand it iz terms of further canoni-
cal graphs. Schank takes a more absolutist po-
sition on what the “irue’ primitives are. But
Schank’s primitives may have more to do with
his own psychological “thematic preferences”
[Halton 1973} than with any platonic, true, or
real structure of knowledge. For example, the
action of slicing is expanded in terms of primi-
tive actions and hence is not a primitive. But,
we may ask, why is knife a primitive in Schank’s
version? Why are actions to be explicated, but
objects not? Is this because Schank is an active
person? There is nothing simple about knives,
nor about objects i general. We can think
of some typical cases of knives as being things
that are sharp-edged. and have a handle and
possibly a point. We have strong subconcep-
tual notions about knives and different kinds of
knives. Many of these notions are conceptualiz-

able. But some of tk= concepts used in building

private conceptual wodels of knives do not have
names. In talking adout them, people usually
resort to expression: such as “you- Lnow and
“thingamajig”. -

To keep the analyzis within bounds, it is often
wise to make an explicit decision on how much
detail to include. T2zis is to be construed as a

- design decision, and not in Schankian terms of

having reduced the analysis to some collection
of atomic elements 13at cannot be decomposed
any further. For rany purposes, there is no
point in elaborating any further than to note,
perhaps in the form of text added to Version 2,
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that:

“The knife has a handle to grasp and a
sharp edge to cut with.”

Thus, at the Version 2 stage we can intro-
duce concepts such as [HANDLE}, [GRASP),

'|EDGE], [SHARP], [CUT], etc. We introduce

them first by increasing the text, and then seek-
ing to construct the covering ontology. Other
techniques would be to do concept cluster at-
tachment [Regoczei and Hirst 1989b] and then
elaborate on the concepts introduced. As we are
developing larger and larger minimal covering
ontologies for the text available, we exercise ver-
sion control. We have version control; Schank
does not. However, enforcing version control
with manual techniques requires the kind of self-
discipline that usually cannot be attained in 2
production environment. .

To conclude: At this stage we have two ver-
sions of the analysis. Version 1 was shown ear-
lier in figure 7. Version 2 appears in figure 8.
The name that appears as the agent’s name in
the triangle is that of Stephen Regoczei, one of
the anthors of this paper, because it was he who
did the analysis. Had it been done by someone
else, or had it been done by Regoczei at a dif-
ferent time, the results might have turned out
somewhat differently. (As in data modelling for
databases, there are no urique answers, only
Pragmatic design decisions.)

7 SURROGATES FOR
REFERENTS

Probably the greatest difference between what
we are doing and what the NLU approach does
relates to surrogates. “John” is the name of
a person, and that person is an entity with
the concept [PERSON] attached to it. How-
ever, the entity to which the lexical object
“John™ and the conceptual object [PERSON]
are attached—if such an entity exists at all—is
made of flesh and blood and cannot be placed
into silicon chips. So let us agree to appoint
a unique character string, such as #35467829,
which will ‘stand in’ for this flesh-and-blood en-
tity, acting as a surrogate. Thus our meaning
triangle will appear as follows (in frame nota-
tion):

Agent: Stephen Regoczei

Word node: ~Joan”

Concept node: PERSON], [JOHN]

‘Referent node: =£35467829

Now we can form some sortally composite ep-

tities: '

{#35467829, [PERSON], “John™)
This says that the eztity whose surrogate is
#35467829 is being considered a person by

Stephen Regoczei, anc the name of this entity -

is “John”. Furthermore, the concept [JOHN]
bears a relation to the concept [PERSON]. The
exact nature of this relationship is, however very
difficult to state, becazse there are several dif-
ferent ways of thinkizg about it. For example,
we could say that Johz is an instance of a per-
son. In Sowa'’s graph notation [Sowa. 1984], this
would be expressed as

[PERSON: John;
Or we could say

[JOHN}—(IS-A)—PERSON]
and leave the meanirg of IS-A a.ppropna.tely
vague.

We can continue looking at the relationship
between the concept and the referent nodes
by noting that the concept [JOHN], when pro-
Jjected onto the referent node, is mapped onto
#35467829 We give ‘meaning’ and ‘signifi-
cance’ to the uninterpreted string #3546789 by
attaching the concept JOHN] to it.

We can extend our meaning triangle by es-
tablishing coreference links and by listing newly -
constructed sortally composite entities. These
entities are not diagramimned on a vertex; they
can be pictured as being located on the ‘sides’
of the triangle. Adding the relation

Coreference {“Jokn”, [JOHN], #35467829)

would indicate that these character strings all
refer (in a sense!) to the ‘same thing’, but they

~ are not the same thing! Words, concepts, and

referents are different. Much misunderstanding
in knowledge acquisition work, and in interper-
sonal communication. is caused by the faulty
use of coreference link:.

“Sortal composites are n-tuples, such as
word-concept pairs or surrogate-concept-name
triples. Thus we can expand our meaning tri-
angle frame by adding. for example, a slot for
composite entities:
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{JOHN), ISLICEL [SALAMIL [RNIFEL
(AGNT), (OBJ), (INSTRUMENT)

 HANDLEL [GRASP), {EDGEL ISHARPL [CUT}
[JOHN}--(AGNT Je--{SLICE}-->(OB]-->{SALAMI]
~->(INSTRUMENT)---{KNIFE}

OStepmm

John sticed the T
salami with
aknife.
the knife has a handle
to grasp and 2 sharp «dge
to cut with ..

‘Figure 8: Version 2 of the analysis.

-

Composite entities:
Word-concept: (“John”, [JOHN})
Referent-word: (#35467829, “John”)

Referent-concept:
(#35467829, [PERSON])

‘Word-concept-referent:
(“John”, {JOHN], #35467829)

Coreference links are created by the analyst as
an annotation on the triangle, but the sortally
composite entities are construed as being ‘out
there’.

In the example Jokn sliced the salami with a
knife, is there a referent for “John” in the NLU
approach? Probably not. The sentence was a
piece of fiction; its author was talking in 2 ‘pre-
tend’ sort of way {cf our own disclaimer above).
For a pretend world, there are no surrogates. At
best, substitute surrogates are constructible as
possible or potential entities by projecting the
pretend concepts onto the referent node.

Which entities require surrogates depends on
the focus of attention. In the sentence about
John’s salami-slicing activity, there are few
clues about focus and emphasis. Suppose the
point to be conveyed were the following:

John knife-sliced the salami, rather tha.n
machine-slicing it.

or:

John sliced the salami—with a knife, no

less! _
The point is that this time around the mental
models of the agent are different because the fo-
cus on a knife-like action emphasizes the type of
action being performed but not the instrument.
Which particular knife was used is no longer of
significance. So in conmstructing surrogates for
the entities in the object domain, it may or may
not be necessary to construct a surrogate such
as #222555, specu'ied by the sortally composite
entity:

(#222555,

“the knife that John actually used”)
Similarly, in contrast to the conventional

NLU analysis, changing & knife to the knife com-
mits us to very different surrogate structures on
the referent node. We would then have to iden-
tify the particular knife. Often we are faced
with the unknown structure of the world, and
either accept the vagueness or have to hypothe-
size surrogates as projections of concepts gener-
ated by ar agent. In the next section we discuss
techniques for coping with vagueness.

8 DISCOURSE ANALYSIS IN
SORTAL ANALYSIS

The analyst must pay attention not omnly to
what is said but aiso to what is not said. She
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must decide what seems to be missing and try to

fill in the blanks. There are many different kinds
of lacunae, each requiring a different treatment.
Three kinds are particularly important:

» Recovering missing verb modifiers. The
modifiers of a verb are its argument posi-
tions: the agent, patient, instrument, time,
reason, place, and so on. (Not all verbs
allow all kinds of modifiers.) For exam-
ple, the utterance “The salami was sliced”
leaves open the questions of how the salami
was sliced and by whom.

e Making presuppositions and tacit assump-
tions explicit. Utterances frequently pre-
suppose much more than they directly as-
sert. For example, “The sandwich hand
sliced the salami” ‘presupposes that there
is a person employed as a sandwich hand
whose role probably requires further inves-
tigation.

" Guessing at information withheld by the in-
formant. Compare these two exchanges:

“Is the system cheap and hxgh qual-
ity?™
“Yes.”

“Is the system cheap and high qual-

ity?”

“Yes, it's cheap.”
It is well known that informants will with-
hold information for good reasons of their
own. Ferreting out this information is cru-
cial for knowledge acquisition, and the suc-
cess of the project is largely dependent
upon the analyst’s skill.

We plan that SORTAL will have a facility to in-
clude notes and additional textual and concep-
tual material by the analyst to supplement the
text uttered by the informant. This is impor-
tant not only in cases when attention is paid to
situations such as those we described, but also
in the cases of ellipsis, hard-to-resolve anaphora,
metonymy, metaphor, and other uses of figura-
tive language. SORrTAL will facilitate the gen-
eration of explicit augmentations both at the
textual and the conceptual levels, tag them as
such, and provide an *audit trail’ of attributions.

Prompting for the filling of lacunae is easier
than is commonly thought. For example, in im-

personal phrasing. ax inanimate object is sub-
stituted for a cogniting agent, such as in this
sentence [Regoczei and Hirst 1989aj:

The car smashed through the barrier.

Driven by whom? Was it, perhaps, driverless?
H Joha was driving the car, there is a difference
between saying this sentence and saying that:

John smashed tarough the barrier.

The end result, in terms of the referent or state
of affairs in the world, may be the same, but
there is a difference at the conceptual level and
the issue of volition and culpability may come
up. So a distinctior has to be noted. In logical
terms, the identity of *John” and “the car” may
become an issue. Tke possibility of such appar-
ent anomalies may lead one to consider that the
sentence contains figurative language—in par-
ticular, metonymy. This kind of possibility may

be detected with relatively low-level, syntactic -

and lexical techniques. The system need not
‘*know’ too much about the concepts and the
referents behind “John” and “the car” to tag
them for further investigation. -

In the current version of SORTAL, some
prompting facility will be built in for textual
augmentation.
ily limited at present, because the creation of
enhanced facilities would depend on two cru-
cial prerequisites. First, research in natural
language understanding, especially in discourse
analysis and pragmatics, has to be further ad-
vanced. Second, the provision of the augmenta-
tions is knowledge-based and discourse depen-
dent. We see the generation of such supplemen-
tary material as akin to concept cluster attach-
ment. As we argued in an earlier paper [Re-
goczei and Hirst 1939b], concept cluster attach-

ment is a knowledge-based activity that requires '

considerable specific knowledge on the part of
a cogniting agent. To enhance SORTAL’s abil-
ity to prompt, we zeed, in effect, to add small
expert-system modales to it that contain ex-
pertise regarding tke kind of discourse analysis
techniques and the kind of missing verb modi-
fiers that are appropriate to prompt for in spe-
cific citcumstances. We describe these difficul-
ties not only to specifv the current limitations of
SORTAL, but also to peint out the importaat re-
search directions for the future that are precon-
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ditions for further enhancement of the present
version.

9 A TYPICAL SESSION WITH
SORTAL

Wé will now briefly outline what a typical ses-
sion with SORTAL would look like, following this

.example. We want to emphasize that the se-

quence of interaction, i.e., the user~-SORTAL di-
alogue, is not prewired. Each user can set up
the kind of prompting sequences that best suit
her cognitive style. There would be a library of
these interaction templates available: verbose;
brief; superficial analysis; deep analysis; con-
centrating on the verbal, conceptual or referent
node; multiple agents; multiple triangles with
joins and unification; multiple domains of dis-
course for the same agent; emphasizing coref-

erence links, sortally composite entmes, or the

platonic domain; and so on.

In our case, the dramatis personae include
the analyst, the supervisor, John, and arn im-
personal super-agent probably representing the
company or the policies and procedures of the
company from whose view the ‘correct way’ of
doing things gets formulated.

We have to decide who the ‘cogniting’ agents
are. John may play no greater role than slic-
ing salami, in which case he is not a cogniting
agent. On the other hand, if his understand-
ing of whether Genoa salami or summer sausage
is to be knife-sliced or machine-sliced matters,
then his mental models are to be recorded on

' an appropriate mea.nmg triangle centered upon

him.

As the analysis proceeds, a consensus
emerges. For recording this consensus, a con-
sensus triangle, with supervisor and analyst on
the agent node is to be created. The popula-
tion of the concept node in this consensus tri-
angle may be transferred to the policies-and-
procedures triangle, as judged or deemed ap-
propriate by a joint decision of supervisor and
analyst.

A typical session with SORTAL may start as
follows:

SORTAL: Establishing meaning . triangles.
What criteria would you like to use?

. Analyst: Agent.

SORTAL: List agents.

Anglyst: Me, Supervisor, Consensus, Corpo-
rate

‘SORTAL: Which triangles are the input trian-
gles?

Here SORTAL displays the frames for the trian-

_gle to allow the analyst to indicate which trian-

gles are the input triangles. The analyst uses
a mouse to indicate that her own triangle and
the triangle of the supervisor are input, the con-
sensus triangle is an intermediate workbench or
breadboarding device and the corporate triangle
is for the ‘objective knowledge’ that the knowl-
edge base is intended to capture and present.
The analyst indicates that the consensus trian-
gle has joint agents consisting of herself and the
supervisor. =
SORTAL continues:

SORTAL: Which triangle would you like to
- work on?

'Analyst: {Indicates supervisor’s triangle]
SORTAL: Text?

The analyst enters the text in a separate win-
dow on the screen and uses a mouse to carve
the text into fragments. As she touches var-
ious fragments of the green text, yellow ver-
sions of the text fragments, indicating the cor-
responding concepts. are transferred to the con-
cept node. Likewise. she can create blue surro-

gates, which are then transferred to the referent -

node. There are two styles of display for sor-
TAL’s main working screen. The first is intended
to be more convenient for use by the analyst,

while the second, a more triangle-like display, is.

for reviewing the contents of the fields with the
informant; see figure 9.

The supervisor-centered meaning triangle
created by the analyst reflects her mental mod-
els of the supervisor’s mental models. This is
an important point. The supervisor may not
agree with the aralyst’s interpretation. If he
does, the agreed-upon material should be trans-
ferred to the consensus triangle. But usuallv 2
discussion takes place about the areas of dis-
agreement. This dialogue should be carefully
recorded for future analysis. Before this, how-
ever, a versiom-control procedure is activated.
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Figure 9: Two styles of display for SORTAL’s main working screen.
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The meaning triangles are transferred to a ver-
sion library and are labelled as Version 1.
The analyst inquires further about the details
. of the situation to which the sentence refers.
Eventually, the following comment may arise:

Supervisor: No, John wasn't doing it properly.
In fact, now that I think about it, it proba-
bly wasn't John after all. It was somebody
“else—I don’t know who. [Hence no surrogate
is needed.] The point is that hard salamis have
to be sliced on the machine, because otherwise
we can’t control thickness. With softer things

like bologna, they can use the knife instead if

the machine would have to be cleaned.

The analyst and supervisor are now working to-
wards the consensus triangle, which may con-
tain a rule such as this:

If salami is hard, then use the machine.

If salami is soft, then preferably use the ma-
chine; as an exception, one may use a knife
if the machine needs cleaning first or would
need cleaning afterwards and this would re-
sult in an unacceptable time delay.

After further consultation, SORTAL may be used
to transfer this text to the word node of the
corporate triangle, together with the conceptual

translation of it either in conceptual graph nota-

_ tion, frame notation, logical notation, or Telos
(see section 10 below). The ‘objective’ knowl-
edge base would be generated from the corpo-
rate triangle by taking the contents of the word
node and attaching concept clusters from the
concept node [Regoczei and Hirst 1989b).

10 IMPLEMENTATION OF
SORTAL

A common error in designing software is to dis-
tort the architecture by a premature considera-

tion of what can be easily implemented. Thus

often the compromise system is the first and
only design that ever gets produced. Here and
in our other papers we try to distinguish clearly
between:
¢ What must be built as the essential core of
the system (the “must-have” list).

¢ What one would also like to build (the
“nice-to-have” list).

-

o What cen be bri: given the state of the art
and resource li:tations.

At present, there are not enough utilities

_ available to impleme=zt the SORTAL architecture
in a cost-effective way. Basically, we need con-

cept processing ratler than word processing.
The main capability aeeded is being able to go
back and forth betwzen diagrams and text eas-
ily. Hence, ideally wo would need a hypertext-,
database-, or frame-5ased knowledge represen-
tation facility. Prodably the closest approxi-
mation would be expert systems shells such as
Goldworks or KEE. with an extension whereby
one can generate ccacepts and referent surro-
gates and also interface with graphics diagram-
ming. Ideally, we would have a database with
screen handling ani freeform icons and dia-
gramming, with a facility to attach text and
concepts to parts o the diagram. Until such
utilities become avzilable, we can emulate the
implementation of the SORTAL architecture—
even using simple wecrd-processing packages, re-
lying upon a user-icposed discipline.

At present, we are investigating the feasibility
of several different a ternatives for embodying a

.substantial kernel o SORTAL functions. Theal-

ternatives are, in decreasing order of desirability
(as we see it at the moment):

1. Hypertext, wita a strong graphics capa-
bility so that cagrams can be fragmented
and concept cizsters attached to the frag-
ments. This is 2 capability that comld be
also used to frzgment sentences and asso-
ciate concept custers with the fragments.
Icons generatec with the graphics fadility
could be used as surrogates. (There are
advantages to =sing such non-textual sur-
rogates.) '

2. A state-of-the-art knowledge representa-
tion language sach as the Telos system be-
ing developed 22 the University of Toronto
[Koubarakis e al 1989a, Koubarakis et af
1989b]. ,

3. An expert-sysizm shell with the appropri-
ate knowledge-:tructuring capabilities.

4. An already-exi:ting KA tool that could be
adapted for our purposes.

5. An already-existing CASE tool that .could
be adapted for our purposes.
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6. A relational database with a fourth-
generation language interface with screen-
management capabilities for setting up
forms.

7. A text file, under an editor, using cer-
tain human-enforced, disciplined nota-
tional conventions.

At present, we are investigating options 1, 2,
3, and 7 to establish a range for what is feasi-
ble and cost-effective. We are prototyping SOR-
AL in HyperCard, and planning to do a pro-
duction implementation in Smalltalk. For the
analysis work, we have been using conceptual
graphs to record our findings on the concepts
node. Conceptual graphs are well suited for
knowledge representation at the analysis stage
because they are concept-oriented and their sur-
face form is not entirely dissimilar to natural
language as actually used by analyst and infor-
mant. But for the purposes of processing the
. population on the concept node, we would want
to transfer to a language like Telos.

We can summarizé gradually more enhanced
implementations of the SORTAL architecture by
outlining five levels of practicing sortal analysis:

1. Essentially manual: The analyst draws pic-

~ tures of meaning triangles on the screen us-
ing a tool such as HyperCard. There is no
processing of what appears.

2. HyperCard prototyping: Separate fields for
the text, concept, and referent nodes, and
support for coreference links and sortally
composite entities (as seen in figure 7). The
contents of fields are available for some lim-
ited processing. '

3. SORTAL implemented with Smalltalk pro-
cessing behind a HyperCard user inter-
face: Implementation of populations on the
nodes as abstract data types. _

4. SorTAL with Telos: To give fuller manip-
ulation capabilities in the concepts field.
A conceptual-graphs-to-Telos interpreter is
required. :

5. Interaction between the natural-language
level and the conceptual level: Three-
way communication between the text node,
conceptual graphs, and Telos, to out-
put knowledge bases in the form of text-
concept pairs.

- The features of the implementations will be
tested on a large body of material gathered by

- the first author over years of systems analy-

sis, data modelling, and knowledge acquisition
work. :

11 KNOWLEDGE ACQUISITION
MODULES FOR KBMSs

Knowledge-base man-
agement systems (KBMSs) are systems that as-
sist in the creation, management, and use of
knowledge bases [Brodie and Mylopoulos 1988,

Schmidt and Thanos 1989]. SORTAL is a tool for -

building knowledge bases that may be passed
on to a KBMS for. further management. But
there is another, more unified way of looking at
things. SORTAL can be considered a part of the
KBMS: its knowledge acquisition module.

In considering SORTAL as a KA module for

a KBMS, we need to think about the different
types of KA modules possible. In particular, we
need to distinguish between software assistants
for KA and automated KA modules. The spec-
ifications for these two types are very different.
The main purpose of a software assistant is to
enhance the capabilities and improve the per-
formance of the people using it. The software is
not expected to produca conceptual structures
or knowledge bases all by itself. The people us-
ing it are very much part of the system, and it
is this system as a whole that produces the final
product. SORTAL is such a software assistant.
Its effectiveness is partly to be judged on the
basis of how well it enables people to do their
jobs. Automated modules, on the other hand,
are expected to work reliably, independently of
people’s input. No human intervention should

be required. LOGOS [Regoczei and Hirst 1989b] -

is an example of such an automated module for
the acquisition of knowledge from text.

11.1 Processing the results .

“The output of SORTAL is triangles with a pop- .

ulation on each node. Each population can be
considered as being of an abstract data type,
to be manipulated according to appropriate ad-
missible operations. The population on the
text node is to be handled by standard text-
processing or natural language-processing pack-
ages. The population on the referent node is to
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be structured by organizing it into object do-
mains, and structuring these domains by pro-
jecting the concepts from the concept node onto
the referent node.

The population on the concepts node is like

a knowledge base. One form of output, as men-

tioned before, consists of conceptual structures

together with natural language equivalents at-
tached. Another way of handling the population

of the concept node is to transfer it into a lan-
guage such as Telos, thereby makmg it usable
with a KBMS.

To summarize: The population of the text
node is text, to be handled as such. The transi-
tion from the text node to the concepts node is

concept cluster attachment. The population of

the concepts node, translated into Telos, is han-
dled by 2 KBMS. The population of the referent
node is structured by projecting from the con-
cepts node, either by forming sortally composite
entities or through coreference links. Explana-
‘tions can be attached to referents by forming
referent—text pairs. Furthermore, the comments
of the analyst can be attached as text windows
to referent surrogates, as they can be to text
fragments, conceptual structures, and sortally
composite entities.

12 CONCLUSION

In this paper, we have discussed ideas concern-
ing sortal analysis, the use of the meaning trian-
gle, and concept cluster attachment. However,
the main purpose of this paper is to outline how
to put these ideas into action, by embodying
them in software tools. We described the re-
quirements for such a tool, SORTAL, described
desirable features of the architecture, reviewed
the implementation problems, and suggested a

feasible emulation of the most vital components o

of the architecture.
To repeat the main point: The a.cquxs:tlon

of knowledge from text relies not only on the

understanding of text, but also the understand-
ing of people and the understanding of the ob-
ject domain. Concept cluster attachment, the
hypothesized mechanism for attaching knowi-
edge to text, brings about the generation of a
great deal of textual and conceptual material.
The recording and organizing of this material
requires software assistance.

An additional complication is introduced by

- taking seriously the "aboutness’ of language-in-

use, and hence recording not only concepts but
also an adequate inventory of surrogates for en-

tities that populate the referent domain. To .

make this task feasible, better software tools
are to be developed for analysis and conceptual
modelling. We believe our research to be con-
tributing to this continuing development.
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